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ABSTRACT

One important property of a registration solution is inverse consistency. While often overlooked, this property is critical in many medical applications, including radiation-therapy treatment planning and unbiased atlas-construction. In this paper, we propose a novel extension to the graph-based random walker image registration (RWIR) algorithm to ensure its inverse consistency. In contrast to many existing inverse-consistent algorithms, where two bi-directional transformations are independently sought and subsequently averaged, we calculate both transformations simultaneously by performing a constrained graph labeling in a common domain onto which both images are mapped, and employ a set of coupled labels so that both transformations are computed within a single optimization step. As our results on synthetic and real problems involving cardiac, thigh and brain images demonstrate, our method not only improved inverse consistency of RWIR, but also statistically significantly improved its accuracy. Comparison to another state-of-the-art symmetric algorithm on various datasets also gave highly encouraging results.

1. INTRODUCTION

Random walker is a highly efficient optimizer [1]. Soon after its first adoption for stereo-correspondence [2], it was also deployed for medical image registration [1], leading to the random walker image registration algorithm (RWIR), which has since been evolving via various extensions that are either aimed at decreasing its computational complexity or improving its accuracy [3]–[8]. Empirical results reported in these extensions [3]–[8] all suggest that RWIR can be advanced to an accurate, efficient, and well-validated tool for practical real clinical applications.

In this paper, we further advance this promising registration framework by ensuring its inverse consistency, so that registration solutions remain consistent regardless of the order of the input images. While often overlooked, inverse consistency is an important criterion to consider, in addition to registration accuracy and other criteria like smoothness and invertibility of the solution [6], [8]. For instance, in image-guided and adaptive radiation therapy applications [9], where pre-therapy and daily CT images are co-registered, inverse consistent registrations will ensure that a pair of symmetric transformations can be obtained so that changes in radiation dose as captured by these images are invariant to changes in the reference frame. Along the same reasoning, inverse consistency is also critical in atlas-construction and atlas-based segmentation tasks. Even if an application does not explicitly require inverse consistency [10], imposing inverse consistency can significantly improve registration accuracy, as we will show in Section 3.

A common approach to ensuring inverse consistency is to take a bi-directional approach where two spatial transformations (for the forward and backward directions) are incrementally estimated [9]. This approach is adopted in many registration algorithms, including those proposed in recent literature [9], [11]–[14]. Performing two independent optimizations per iteration, however, at least requires twice as much resource as required by standard, inverse non-consistent algorithms [9]. Furthermore, asymmetry of the registration energy is introduced when discretization and numerical approximations are performed within each coordinate frame independently [9]. All these factors suggest that alternative strategies are needed.

In this paper, rather than solving the forward and backward transformations independently, we solve both jointly in a single optimization, which stands in contrast to many recent state-of-the-art symmetric registration algorithms, e.g. [11]–[15]. We do this by operating in the common space onto which both images are mapped, and employ coupled displacement vectors to represent the updates. Through the common space where the data similarity is measured and spatial regularization is enforced, our method effectively avoids the aforementioned asymmetry. As we will show in Section 3, our extensions not only significantly improved the inverse consistency of RWIR, but also led to increased accuracy, using a decreased number of iterations.

We note that our approach of performing graph-labeling in a common space is most similar to the framework of [16]. However, this non-probabilistic framework uses the Primal-Dual optimization, which requires high memory-consumption [11], and in order to decrease computational and memory costs, a sparse transformation representation, i.e. Free-Form Deformation (FFD), was used. Conversely, our probabilistic framework does not consume as much memory and thus can solve U non-parametrically, thereby allowing fine-scale deformations that can potentially lead to more accurate registrations. Moreover, to ensure invertibility,
[16] restricted the maximum allowed displacement of the control points of the FFD to be no more than 0.4 times its grid-spacing. On the other hand, by adopting the framework of [6], our method ensures diffeomorphism without the need of imposing this constraint. In addition, via the RWIR formulation, our method inherently yields a probabilistic solution that allows for efficient uncertainty evaluation\footnote{Uncertainty information can be used, e.g., to infer registration error \cite{4}, and/or to improve registration performance \cite{17}.}, whereas uncertainty (“min-marginals”) in the solutions of \cite{16} must be computed via an independent step subsequent to optimization.

We also note that outside the discrete optimization paradigm for registration \cite{9}, there exist methods that do not perform independent optimizations to estimate the forward and backward transforms. However, as elaborated in \cite{9}, these methods either require solving a system of PDEs, which can be highly computationally intensive, or are based on assumptions that restrict incremental updates to be small (e.g. 0.4 voxels in \cite{18}), thus leading to low “convergence rate” \cite{9}. We bypass these issues by leveraging the global optimality and efficiency of the random walker solver.

2. METHODS

2.1. Brief review of random walker image registration

We aim to find a spatial transformation $T : \Omega \subset \mathbb{R}^n \mapsto \mathbb{R}^n$ that best aligns two images $I_1$ and $I_2$ of dimensionality $n$. The problem is generally cast as a search for a displacement vector field $U$, $T(x) = x + U(x)$, that best minimizes an energy $E$ consisting of an image dissimilarity measure $D$ and a spatial regularization term that measures the smoothness of $U$. In RWIR \cite{1}, the image is represented with a graph $G(V, E)$ where a pixel coordinate $x_p$ is represented by a graph node $p \in V$, $|V| = V$. Spatial connectivities between nodes are encoded by a Laplacian matrix $L$, which gives the effect of enforcing diffusion-based regularization on $U$. A given sampling of the feasible solution space of $U(x)$ is represented by a set of $K$ displacement labels $L = \{v_k\}$, $v_k \in \mathbb{R}^n$ ($k = 1, \cdots, K$). The image dissimilarity costs associated with $L$ are then encoded by a $V \times K$ matrix $D = (d_{pk})$, whose elements may be computed as:

$$d_{pk} = \exp(-D(I_1(x_p), I_2(x_p + v_k))),$$

such that low image dissimilarities between $I_2(x_p + v_k)$ and $I_1(x_p)$ yield high likelihood values. The probabilistic field $P : \Omega \mapsto \mathbb{R}^n$ (i.e. the appropriate sampling resolution of these properties on the RWIR framework \cite{1}, the solution is a posteriori solution, i.e. $U(x) = v_k$ whenever $P_{pk}$ is the maximum probability of node $p$)

2.2. Graph-labeling in the common space

In the original RWIR framework \cite{1}, the solution is neither guaranteed to be symmetric nor diffeomorphic. Here, we extend \cite{6} to impose both of these properties on the solution. Our algorithm adopts the standard multi-resolution approach where the solution is computed incrementally from a set of (update) displacement fields $V^1$ and $V^2$. However, rather than computing the update fields independently in each resolution level, we optimize the forward and backward update fields simultaneously. As mentioned in Section 1, this effectively reduces the computation by a half, which stands in contrast to many symmetric registration algorithms (e.g. \cite{11}–\cite{15}) that require two update calculations per iteration. Additionally, we employ random walker to compute globally optimal updates that can be arbitrarily large, subject to appropriate choice of $L$ (i.e. the appropriate sampling resolution and size of the search region). Consequently, our method converges to the global optimum quickly, and as we will show in Section 3, it generally requires fewer iterations than the symmetric registration framework \cite{15}.

The key idea to facilitating the simultaneous estimation of the backward and forward updates is that we employ a label set of coupled displacement update vector pairs that would represent how the images will be mapped to a common space $\Omega^c$ from their respective domains, $\Omega^1$ and $\Omega^2$. We thus form a set of vector labels as $L = \{(v_1, -v_1), \cdots, (v_k, -v_k)\}$, where $v_k \in \mathbb{R}^n$ are uniformly sampled from the (semi hyper-spherical) search space of the tangent vector space, such that the first (or second) element gives a mapping between $\Omega^c$ and $\Omega^1$ (or $\Omega^2$). Next, we calculate $D^c = (d^c_{pk})$, the data-likelihood of assigning $(v_k, -v_k)$ to node $x_p \in \Omega^c$, as:

$$d^c_{pk} = \exp(-D(I_1(x_p + V^1(x_p) + v_k), I_2(x_p + V^2(x_p) - v_k))) \exp(-D(I_2(x_p + V^2(x_p) - v_k), I_1(x_p + V^1(x_p) + v_k))).$$

Prior to solving (2), $D^c$ is normalized to sum to unity. Note that $D^c$ is symmetric, i.e. invariant to the order of the input images, and that spatial regularization is performed in $\Omega^c$, thus promoting symmetry in the problem formulation. Finally, to enforce diffeomorphism, we adopt the approach of \cite{6} where we apply the exponential map to the optimized update fields \cite{15}. 
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3. RESULTS

3.1. Synthetic experiments

We apply synthetic warps to registered pairs of images to obtain groundtruth solutions. The warps were generated by randomly displacing control points of a free-form deformation model. The magnitude of the displacements were sampled from \( N(4, 3) \) (in pixels). To evaluate registration performance, we quantified the registration error as the mean end-point-error (MEPE) between the recovered and the groundtruth warps. We also computed the inverse consistency error (ICE) of the solutions as the groundtruth warps. The warps were generated by randomly displacing control points of a free-form deformation model. The magnitude of the displacements were sampled from \( N(4, 3) \) (in pixels). To evaluate registration performance, we quantified the registration error as the mean end-point-error (MEPE) between the recovered and the groundtruth warps. We also computed the inverse consistency error (ICE) of the solutions as \( \text{ICE} = \frac{1}{2} (|| T \circ T b || + || T b \circ T f ||) \). Based on subjective evaluation of a few initial trials, \( \alpha \) was set to 0.025 \( \times V \) in all results reported.

Exp. 1) Proposed symmetric vs. non-symmetric RWIR

We first examined how the proposed symmetric and diffeomorphic RWIR algorithm (denoted as SDRW) can improve inverse consistency and registration accuracy of the asymmetric version [6]. For this task, we performed a total of 150 synthetic trials. As test data, we randomly selected 50 pairs of aligned T1 and T2 images from the IXI brain MRI dataset. Warps were then applied to one of the images to introduce misaligned pairs of multi-modal image pair. We then compared our SDRW with the (non-symmetric) diffeomorphic RWIR-based algorithm of [6] (denoted as DRW). Fig. 1a reports the MEPE and ICE averaged over these trials. Evidently, the ICE of the proposed SDRW is not only significantly lower than that of DRW, but also achieved higher registration accuracy. Similar results can be observed in Fig. 1b-c when we repeated the experiments over two pairs of thigh images from the Visible Human (VH) dataset. Note that this was true regardless of the similarity measure employed, i.e. based on the MIND descriptor of [12] or normalized intensity gradients (NG).

Exp. 2) SDRW vs. non-graph based symmetric algorithm.

We next compared the accuracy, inverse consistency, and convergence rate of our algorithm with an implementation of the symmetric diffeomorphic registration algorithm of [15], hereafter denoted as SLDemons. In this experiment, the same image pairs and similarity measure (squared intensity difference, SD) were used for all methods tested. Fig. 2 shows results from four sets of experiments, each with 60 trials of random warps applied to IXI brain MRI and cardiac MRI images at 4 different warp levels: \( N(2, 3), N(3, 3), N(4, 3), N(5, 3) \) (in pixels) for levels 1 to 4, respectively. For all warp levels, the registration error of SDRW decreased at the fastest rate when compared to SLDemons [15] and DRW [6], especially for warp levels 3 and 4. Note also that our method gave lower ICE than that of DRW, regardless of warp levels. In addition, for specific choices of \( \sigma \), SLDemons cannot ensure diffeomorphism (as similarly observed in [19]).

3.2. Registrations of brain MRI from a public dataset

We next evaluated our method’s performance on the CUMC12 public dataset containing 12 brain images, each with a 130-region segmentation. These fine-scale segmentations allow us to evaluate registration properly [20] and allow us to compare SDRW with a previous RWIR extension [3], as well as 15 other algorithms. For a fair comparison, we followed [3] in using the SD measure. A total of 12 \( \times 11 \) pairwise registrations were performed. In summary, our method 1) achieved a Jaccard Index of 0.324, which was an improvement over the original framework [3] by 0.01, and more importantly, 2) ensured inverse consistency in the solution, while [3] does not. We also note that our method achieved a target overlap of 0.485\pm0.041, which, based on the figures reported in [14], ranks 6th out of the 17 methods compared. However, only 2 of the 5 more superior methods ensured symmetric solutions, and that these two methods employ more advanced similarity measures, unlike the computationally more efficient SD measure that we have employed in this work.

4. CONCLUSIONS

This is the first work that extends RWIR to ensure its inverse consistency. We achieved this by performing probabilistic graph-labeling in the common space using a labelset of coupled pairs. Future research directions include using parallel computing to speed up all calculations and exploring the potential advantages of incorporating the method of [8] to enforce additional topology-preserving constraints on the update fields during optimization.
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Fig. 1. Experiments ran on different multi-modal image pairs from the (a) IXI and (b-c) VH datasets, using 2 similarity measures. Evidently, SDRW gave MEPE and ICE that are statistically significantly lower than those of DRW.

Fig. 2. Comparison to SLDemons [15] and DRW [6]. Plots showing reduction of MEPE and ICE over iteration for (a-c) 3 brain MRIs from the IXI dataset and a cardiac MRI. Evidently, the error decreased quickest when the proposed method (SDRW) was used. To avoid clutter, we have removed some data points for SLDemons (denoted with SLDx). Note how SLDemons was sensitive to parameter choice \( \sigma \). For SDRW, we tested on two values of \( \alpha \) on initial runs and found results to be similar. The sampling resolution of the search space defined by \( R \) was simply set to MXD, which was set to the maximum displacement magnitude in each simulated warp.