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Abstract—Super resolving a low-resolution video, namely video super-resolution (SR), is usually handled by either single-image SR or multi-frame SR. Single-Image SR deals with each video frame independently, and ignores intrinsic temporal dependency of video frames which actually plays a very important role in video SR. Multi-Frame SR generally extracts motion information, e.g., optical flow, to model the temporal dependency, but often shows high computational cost. Considering that recurrent neural networks (RNNs) can model long-term temporal dependency of video sequences well, we propose a fully convolutional RNN named bidirectional recurrent convolutional network for efficient multi-frame SR. Different from vanilla RNNs, 1) the commonly-used full feedforward and recurrent connections are replaced with weight-sharing convolutional connections. So they can greatly reduce the large number of network parameters and well model the temporal dependency in a finer level, i.e., patch-based rather than frame-based, and 2) connections from input layers at previous timesteps to the current hidden layer are added by 3D feedforward convolutions, which aim to capture discriminate spatio-temporal patterns for short-term fast-varying motions in local adjacent frames. Due to the cheap convolutional operations, our model has a low computational complexity and runs orders of magnitude faster than other multi-frame SR methods. With the powerful temporal dependency modeling, our model can super resolve videos with complex motions and achieve well performance.

Index Terms—Deep learning, recurrent neural networks, 3D convolution, video super-resolution

1 INTRODUCTION

Since a large number of high-definition devices have sprung up, generating high-resolution videos from original low-resolution content, namely video super-resolution (SR), is under great demand. Recently, various methods have been proposed to handle this problem, which can be classified into two categories: 1) single-image SR [7], [14], [15], [24], [27], [46], [52] super resolves each low-resolution video frame independently, and 2) multi-frame SR [2], [3], [32], [32], [34], [38] super resolves a low-resolution video frame by jointly considering its multiple adjacent frames as the input and especially modeling the temporal dependency among them.

The temporal dependency is usually considered as an essential component of video SR, which critically affects the final quality of SR. Such dependency often occurs in two different aspects: long-term and short-term along the time axis. The long-term dependency means that all video frames at different timesteps share the similar visual content, e.g., the background of video frames usually remains constant or varies smoothly with the movement of camera view. While the short-term dependency mainly refers to sudden motions of partial visual objects during only a few adjacent frames, e.g., the moving human leg in a video where a man is running. Compared with the long-term dependency that focuses on the modeling of constant or slow-varying content, the short-term dependency emphasizes on the understanding of fast-varying motions.

Existing multi-frame SR methods generally model the long-term and short-term dependencies by indistinguishably extracting subpixel motions of video frames, e.g., estimating optical flow based on sparse prior integration or variation regularity [2], [32], [34]. But such motion estimation can only be effective for video sequences that contain slow-varying motions. Most multi-frame SR methods [3], [13], [38] also make a strict assumption that the underlying motion has a simple analytic form, e.g., the blur kernel is known, which oversimplifies the complex nature of real-world video sequences. To overcome these problems, several solutions have been explored by avoiding the explicit motion estimation [37], [44]. Unfortunately, they still have to perform implicit motion estimation to reduce the temporal aliasing, and use additional resolution enhancement when fast-varying motions are encountered. In addition, the computational cost of these multi-frame SR methods is usually very high. The computational bottleneck lies in the accurate motion estimation, e.g., taking about two hours when super resolving a 720 × 480 frame [32]. Such high computational cost dramatically limits the real-world application of these methods.
A class of deep models named recurrent neural networks (RNNs) [49] have shown their great power of temporal dependency modeling in sequential data processing, e.g., action recognition [8] and image-sentence matching [23]. In this paper, we explore the use of RNNs for dealing with the temporal dependency in video SR. A straightforward approach in this direction is to treat given low-resolution frames as sequential inputs to a RNN, and then regard its outputs at different timesteps as predicted high-resolution frames. However, such an approach is infeasible resulting from three major problems. 1) Since both feedforward and recurrent connections of the RNN are fully connected, and the number of pixels in a video frame is usually very large, e.g., tens of thousands, the RNN will contain millions of learning parameters. These parameters will dramatically increase the model complexity and make the model very hard to train. 2) The hidden states of RNN are 1D vectors that are globally transformed from input 2D low-resolution frames. Such dimensionality reduction inevitably loses the structure information of original frames which plays a crucial role in the prediction of high-resolution frames. 3) Recurrent connections operating on hidden states can only be capable of modeling global slow-varying motions but not those short-term fast-varying ones. Because the important fine-grained details for characterizing fast-varying motions mostly exist in raw frames rather than hidden states [2].

To deal with these issues, we propose a bidirectional recurrent convolutional network (BRCN) for efficient multi-frame SR. The proposed network can be regarded as a fully convolutional version of RNNs, which replaces the commonly-used full feedforward and recurrent connections with weight-sharing convolutional connections. In this way, learning parameters of BRCN only include filter weights and biases. Then the number of parameters can be largely reduced from millions to a few tens of thousands. The hidden states now are 2D feature maps convolved by filters rather than 1D vectors as vanilla RNNs. These feature maps can naturally preserve the structure information of edge direction and relative position in the visual content of original video frames.

To extract the important fine-grained details from raw frames for modeling fast-varying motions, the feedforward connections in BRCN are 3D convolutions rather than conventional 2D ones. Particularly, this scheme is implemented by feeding multiple input layers at the previous timesteps to the current hidden layer in a convolutional manner. So the hidden layer is able to capture informative patterns along both spatial and temporal dimensions, to describe the motions occurring at the same location across a series of frames. Different from recurrent convolutions that mainly deal with long-term slow-varying motions, 3D feedforward convolutions focus on enhancing the understanding of fast-varying motions. They directly operate on original frames that can provide more visual details than abstracted hidden layers. In fact, these two types of convolutions can cooperatively model the temporal dependency in a comprehensive way due to their complementary characteristics.

The direction of vanilla RNNs is usually forward along the timeline, which models the dependency relation between the current frame and its previous frames. To additionally consider the dependency relation between the current frame and its future frames, our BRCN combines a forward and a backward sub-networks to jointly make the final prediction. We apply the proposed model to super resolve videos with complex motions. The experimental results demonstrate its efficiency and effectiveness by achieving magnitude faster speed than other multi-frame SR methods, as well as better performance compared with state-of-the-art methods.

Our main contributions can be summarized as follows.

- We propose a bidirectional recurrent convolutional network for multi-frame SR, where the temporal dependency can be efficiently modelled by recurrent and 3D feedforward convolutions.
- It is an end-to-end framework which does not need pre-/post-processing. Our convolutions can scale to videos with any spatial size and temporal step.
- We achieve better performance and faster speed than existing multi-frame SR methods.

The rest of the paper is organized as follows. In Section 2, we briefly review related work. In Section 3, we detail the proposed model. In Section 4, we apply the proposed model to the task of video SR. Finally, we conclude the paper in Section 5.

2 RELATED WORK

We review related work from the following perspectives. First, we review single-image SR works. Then, we explore the use of RNNs for dealing with the video SR task. Finally, we conclude the paper in Section 5.

Single-Image SR. Irani and Peleg [24] propose the primary work for this problem, followed by Freeman et al. [14] studying it in a learning-based way. To alleviate high computational complexity, Bevilacqua et al. [5] and Chang et al. [7] introduce manifold learning techniques which can reduce the required number of image patch exemplars. For further acceleration, Timofte et al. [46] propose the anchored neighborhood regression method. Yang et al. [52] and Zeyde et al. [53] exploit compressive sensing to encode image patches with a compact dictionary and obtain sparse representations. To make the dictionary cover large appearance variations, Huang et al. [20] expand the internal patch search space by allowing geometric variations. Considering that sparse coding based methods ignore the consistency of pixels in overlapped patches, Gu et al. [16] develop a convolutional sparse coding based SR method.

In addition, there exist some state-of-the-art methods based on convolutional neural networks (CNNs). Dong et al. [9], [10], [11] learn a conventional CNN for single-image SR which achieves good performance as well as fast speed. Kim et al. [28] develop a residual CNN and find that increasing the depth of networks can greatly improve the final accuracy. Shi et al. [42] design an efficient sub-pixel CNN that can perform real-time SR on a single K2 GPU. Kim et al. [29] propose a deeply-recursive CNN for single-image SR which obtains state-of-the-art results. In this work, we focus on multi-frame SR by modeling temporal dependency which is more suitable for dealing with video sequences.

Multi-Frame SR. Tsai and Huang [48] propose the seminal work of multi-frame SR, which is then extensively studied in [36]. Some early works [3], [17], [38] perform simple motion estimation with affine models. To suit the nature of complex motions in real world videos, Baker and Kanade [2] extract optical flow as motion estimation for video SR. Then, various improvements [6], [32], [33], [34] around this work are explored to better handle complex motions. However, these methods all suffer from the high computational cost due to
the accurate motion estimation. To deal with this problem, Protter et al. [37] and Takeda et al. [44] avoid motion estimation by employing nonlocal mean and 3D steering kernel regression. Unfortunately, these methods still need to estimate pixel-wise motions when encountering large motions. Liao et al. [30] generate multiple SR drafts from input low-resolution videos and use a deep CNN for ensemble learning. It can exploit contextual information of motion estimation provided from external data for video SR. While we propose bidirectional recurrent and 3D feedforward convolutions as an alternative to efficiently model the temporal dependency that can achieve much faster speed and well performance.

Deep Learning. Since the year of 2006, many deep learning models have been proposed and applied to various applications [18], [22]. Our work is related to some work that is built on CNN and RNN as follows. Jain and Seung [25] and Eigen et al. [12] demonstrate the effectiveness of CNN for image denoising with certain patterns. Ji et al. [26] extend convolutions from 2D input images to 3D videos, which learn both spatial and temporal features simultaneously and show effectiveness on a variety of video tasks [47]. Schusterand and Paliwal [39] propose a bidirectional RNN to model temporal dependency in both forward and backward directions. Shi et al. [50] design a convolutional version of long short-term memory RNN (LSTM-RNN) [19] for accurate precipitation nowcasting. Different from them, our proposed model can be regarded as a fully convolutional version of RNN, which includes especially designed recurrent and 3D feedforward convolutions for efficient temporal dependency modeling in the task of video SR.

It should be noted that this paper is a systematic extension of our preliminary conference version [21]. In previous work, we only empirically find that the modeling of fixed temporal contexts (by conditional convolution) can improve the performance. While in this submission, we reframe the previous 2D feedforward and conditional convolution jointly as a 3D feedforward convolution, allowing the model to flexibly get access to varying temporal contexts in a natural way. Under this more general framework, the previous work can just be regarded as a special case when the temporal step of 3D feedforward convolution is 2. More importantly, we present considerable new explanations on: 1) how the 3D feedforward convolution can suitably handle short-term fast-varying motions by modeling temporal contexts, and 2) how it can cooperate with the recurrent convolution for temporal dependency modeling in a complementary way.

In addition, we perform more experiments to verify the effectiveness of our model as follows. 1) We demonstrate the optimal model architecture by testing a variety of BRCNs with different filter sizes of recurrent convolution, temporal lengths of training volume, directions of network and temporal steps of 3D feedforward convolution. 2) We comprehensively evaluate the performance of our model by performing experiments on more datasets, measuring our results with more criteria, super resolving videos using more upsampling factors, making comparisons with more recent methods, and presenting more visualization results. 3) We extend our model to simultaneously process three color channels rather than luminance channel only, and show that our model can outperform or be comparable to state-of-the-art methods but run orders of magnitude faster than them.

3 Bidirectional Recurrent Convolutional Network

3.1 Formulation

Given a low-resolution, noisy and blurry video, our goal is to obtain a high-resolution, noise-free and blur-free version. We propose a bidirectional recurrent convolutional network (BRCN) to map the low-resolution frames to high-resolution ones. As shown in Fig. 1, the proposed network contains a forward sub-network and a backward sub-network to model the temporal dependency from both previous and future frames. The two sub-networks of BRCN are denoted by two black blocks with dash borders, respectively. In the forward sub-network, there are four layers including the input layer, the first hidden layer, the second hidden layer and the output layer. The states of all these layers are all 2D feature maps rather 1D vectors as vanilla RNNs. These feature maps are connected by two types of convolutions:

3D Feedforward Convolution. The 3D feedforward convolutions denoted by black arrows (in Fig. 1) connect not only the input layer at the current timestep but also multiple adjacent layers at the previous timesteps to the current hidden layer. The details of a 3D feedforward convolution are shown in Fig. 2, where its temporal step is 3 denoted by yellow, red and black lines. By regarding the previous input layers as the contextual information for the current input layer, the convolution can extract discriminate representations in both spatial and temporal dimensions to describe short-term fast-varying motions occurring in these input layers. The temporal step of 3D feedforward convolution should not be very large, since fast movements usually occur in local adjacent frames.

Recurrent Convolution. The recurrent convolutions denoted by blue arrows (in Fig. 1) connect hidden layers of two adjacent frames, where the inference of the current hidden layer is conditioned on the hidden layer at the previous timestep. The details of recurrent convolution are shown in Fig. 2, denoted by blue lines. The filter weights of recurrent convolution are shared among all the timesteps, so such an autoregressive scheme is able to capture repetitive patterns of transformation between pairwise hidden layers within a long range. But different from 3D feedforward convolutions, 2D recurrent convolutions operate on a more abstract level as hidden layers rather than detailed frames, and therefore are more suitable for capturing global slow-varying patterns.

We use these two convolutions in both forward and backward sub-networks, with the goal can make full use of the forward and backward temporal dynamics. We denote the frame set of a low-resolution video\(^*\) \(\mathcal{X}\) as \(\{\mathbf{X}_i\}_{i=1,2,...,T}\) and infer the other three layers as follows.

First Hidden Layer. When inferring the first hidden layer \(\mathbf{H}^1_{i0}\) (or \(\mathbf{H}^1_{i0}\)) at the \(i\)th timestep in the forward (or backward) sub-network, two different inputs are considered: 1) the stacked \(i\)th frame and its previous (or future) \(w_{0i}\) ones along the time axis, denoted by \(\mathbf{X}^f_i\) (or \(\mathbf{X}^b_i\)), connected by a 3D feedforward convolution, and 2) the hidden layer \(\mathbf{H}^1_{i,j-1}\) (or \(\mathbf{H}^1_{i,j+1}\)) at the \(i-1\)th (or \(i+1\)) timestep connected by a recurrent convolution:

1. Note that we upscale each low-resolution frame in a video sequence to the desired size with bicubic interpolation in advance.
\[
\begin{align*}
H_{f,i}^1 &= \lambda(W_f^1 \ast X_{i}^f + U_f^1 \ast H_{f,i-1}^1 + B_f^1) \\
H_{b,i}^1 &= \lambda(W_b^1 \ast X_{i}^b + U_b^1 \ast H_{b,i-1}^1 + B_b^1),
\end{align*}
\]

where \(U_f^1\) (or \(U_b^1\)) represents the filters of recurrent convolution in the forward (or backward) sub-network. The size is \(n_1 \times s_w \times c\), where \(s_w\) is the filter size and \(n_1\) is the number of filters, as well as the number of feature maps in \(H_{f,i}^1\) (or \(H_{b,i}^1\)). \(B_f^1\) (or \(B_b^1\)) represents biases. \(\lambda\) denotes the conventional 2D convolution. The activation function is the rectified linear unit (ReLU): \(\lambda(x) = \max(0, x)\) [35].

\(W_f^1\) and \(W_b^1\) represent the filters of 3D feedforward convolution in the forward and backward sub-networks, respectively. Both of them have the size of \(c \times s_w \times s_w \times c\), where \(s_w\) is the number of input channels of a video frame, \(s_w\) is the spatial filter size, and \(t_w\) is the temporal step. \(\ast\) denotes the 3D convolution which can be formulated as follows:

\[
h_{xyz}^{f,g} = \sum_{k=0}^{c-1} \sum_{h=0}^{s_w-1} \sum_{w=0}^{s_w-1} \sum_{t=0}^{t_w-1} w_{hwt}^{f,g} x_{k}^{f,g,x} y_{h}^{f,g,y} z_{w}^{f,g,z} t_{t}^{f,g,t},
\]

where \(h_{xyz}^{f,g}\) is the value at position \((x, y, z)\) on the \(j\)th feature map in \(H_{f,i}^1\) or \(H_{b,i}^1\), \(x_{k}^{f,g,x} y_{h}^{f,g,y} z_{w}^{f,g,z} t_{t}^{f,g,t}\) is the value at position \((x + h, y + w, z + t)\) on the \(k\)th stacked input channel in \([X]_i^f\) or \([X]_i^b\), and \(w_{hwt}^{f,g}\) is the value at position \((h, w, t)\) in the filter connected between the \(k\)th stacked input channel and \(j\)th feature map.

Note that conventional 2D feedforward convolution can feed only one frame at the current timestep into the hidden layer. It focuses on the representation learning of spatial content for the current frame. In contrast, our 3D convolution treats stacked adjacent frames as input, and additionally handles motion information by making comparison among the current and its previous frames. Similar 3D convolution has been previously explored in [26], [47], but differs from them, ours is bidirectional in the context of RNN rather than undirected in CNN. Particularly, in the forward (or backward) sub-network, the convolution takes \(i\)th frame and only its previous (or future) frames as inputs, rather than all the frames in their cases. In our network, the 3D feedforward convolution also cooperates with directional recurrent convolution to jointly model the temporal dependency in video frames.

**Second Hidden Layer.** This phase projects the obtained feature maps \(H_{f,i}^1\) (or \(H_{b,i}^1\)) to another hidden layer, which aims to capture the nonlinear structure in the video sequence. In addition to intra-frame mapping by conventional feedforward convolution [9], we consider two inter-frame mappings using recurrent and 3D feedforward convolutions, respectively. The projected feature maps in the second hidden layer \(H_{f,i}^2\) (or \(H_{b,i}^2\)) in the forward (or backward) sub-network can be obtained as follows:
where \( W_f \) and \( W_b \) represent the filters of 3D feedforward convolutions in the forward and backward sub-networks, respectively. Both of them have the size of \( n_1 \times s_{w_2} \times s_{w_3} \times t_{w_2} \times n_2 \). \( U_f \) and \( U_b \) represent the filters of recurrent convolution, their sizes are \( n_2 \times s_{w_2} \times s_{w_3} \times n_2 \).

Note that the goal of modeling nonlinear structure is achieved by fixing the filter size \( s_{w_2} \times s_{w_3} \) of 3D feedforward convolution to be \( 1 \times 1 \). So this convolution is equivalent to a local full connection with nonlinear activation function. Different from traditional full connection, this one occurs locally instead of globally that aims to detect more subtle nonlinear details. Particularly, it temporally fuses multiple feature vectors at each spatial location within different timesteps, and efficiently slides over all the locations of feature maps in a similar way as convolution. As shown in Fig. 3, the elements at the same spatial location across \( n_1 \) feature maps in \( H_{1,i} \) (or \( H_{1,i-1}, H_{1,i+1} \)) comprise a \( n_1 \)-dimensional vector. These vectors are then concatenated and fully-connected to an \( n_2 \)-dimensional vector obtained by \( n_2 \) feature maps in \( H_{2,i} \). Similarly, such fully-connected scheme is shared among all the other locations in a sliding manner. This kind of convolution can also be regarded as a 3D version of “network in network” [31], where the nonlinear projection is performed in both spatial and temporal dimensions rather than spatial only.

It should be noted that the inference of the two hidden layers can be regarded as a representation learning phase. We could stack more hidden layers to increase the representability of our network. But it will dramatically increase the network complexity, so we only use two hidden layers.

Output Layer. When super resolving a low-resolution frame, its visual content is related to not only its adjacent frames at previous timesteps but also the frames at future timesteps. So we use two directional sub-networks to separately model these temporal dependencies along the time axis and reverse, respectively. We combine their obtained \( n_2 \)-dimensional feature maps in second hidden layers to jointly predict the desired high-resolution frame

\[
O_i = W_f^f [H_{1,i}] + W_b^b [H_{1,i}] + B_f^f + B_b^b,
\]

where \( W_f^f \) and \( W_b^b \) represent the filters of 3D feedforward convolutions in forward and backward sub-networks, respectively. Their sizes are both \( n_2 \times s_{w_3} \times s_{w_3} \times t_{w_3} \times c \). We do not use any recurrent convolution for output layer.

## 3.2 Connection with Temporal Restricted Boltzmann Machine

We will discuss the connection between the proposed BRCN and temporal restricted boltzmann machine (TRBM) [43] that has similar network architecture, with the goal to illustrate that BRCN can model the long-term contextual information in a finer level, i.e., patch-based rather than frame-based.

As shown in Fig. 4, TRBM and BRCN contain similar recurrent connections (blue lines) between pairwise hidden layers, and multi-step feedforward connections (red and black lines) between input layers and hidden layer. They share the common flexibility to model and propagate temporal dependency along the time. However, TRBM is a generative model while BRCN is a discriminative model, and TRBM contains an additional connection (green line) between pairwise input layers for data generation.

In fact, BRCN can be regarded as a deterministic, bidirectional and patch-based implementation of TRBM. Specifically, when inferring the hidden layer in BRCN, as illustrated in Fig. 4 (b), 3D feedforward convolution extracts temporally overlapped patches from the inputs, each of which is fully connected to a \( n_1 \)-dimensional vector in the feature maps \( H_{1,i} \). For recurrent convolution, since each filter size is \( 1 \times 1 \) and all the filters contain \( n_1 \times n_2 \) weights, a \( n_1 \)-dimensional vector in \( H_{1,i} \) is fully connected to the corresponding \( n_1 \)-dimensional vector in \( H_{1,i-1} \) at the previous timestep. Therefore, the patch connections of BRCN are actually those of a “discriminative” TRBM. In other words, by setting the spatial filter size of 3D feedforward convolution as the size of the whole frame, BRCN is equivalent to TRBM.

Compared with TRBM, BRCN has the following advantages for handling the task of video SR. 1) BRCN restricts the receptive field of original full connection to a patch rather than the whole frame, which can capture the temporal change of visual details. 2) BRCN replaces all the full connections with weight-sharing convolutional ones, which largely reduces the computational cost. 3) BRCN is more flexible to handle videos of different sizes, once it is trained on a fixed-size video dataset. Similar to TRBM, the proposed model can be generalized to other sequence modeling applications, e.g., video motion modeling [45].

2. We select \( 1 \times 1 \) as our default filter size of recurrent convolution as explained in Section 4.2.1.
3.3 Network Learning

Through combining Equations (1), (3) and (4), we can obtain the desired prediction $\mathbf{O}(X; \Theta)$ from the low-resolution video $X$, where $\Theta$ denotes the network parameters. Network learning proceeds by minimizing the mean square error (MSE) between the predicted high-resolution video $\mathbf{O}(X; \Theta)$ and the groundtruth $Y$:

$$L = \|\mathbf{O}(X; \Theta) - Y\|^2,$$

via stochastic gradient descent. Actually, stochastic gradient descent is enough to achieve satisfying results, although we could exploit other advanced optimization algorithms but with higher computational cost, e.g., L-BFGS.

During optimization, the filter weights of 3D feedforward convolution at the 1st temporal step are pre-trained on static images [9], whereas the filter weights of recurrent and 3D feedforward convolutions at the rest temporal steps are initialized by randomly sampling from a Gaussian distribution with mean 0 and standard deviation 0.001. Note that the pretraining step only aims to speed up training by providing a better parameter initialization, due to the limited size of training set. This step could be avoided by alternatively using a larger scale training set. We experimentally find that using a smaller learning rate (e.g., $1e-4$) for the weights in the output layer is crucial to obtain good performance.

4 Experimental Results

To verify the effectiveness, we apply the proposed model to the task of video SR, and present both quantitative and qualitative results as follows.

4.1 Datasets and Implementation Details

We use 25 YUV format video sequences$^3$ as our training set, which have been widely used in many video SR methods [32], [37], [44]. To enlarge the training set, model training is performed in a volume-based way, i.e., cropping multiple overlapped volumes from training videos and then regarding each volume as a training sample. During cropping, each volume has a spatial size of $32 \times 32$ and a temporal length of 10. The spatial and temporal strides are 14 and 8, respectively. As a result, we can generate roughly 41,000 volumes from the original dataset.

We test our model on two datasets, namely Set1 and Set2. Set1 includes a variety of challenging videos: Dancing, Flag, Fan, Treadmill and Turbine [40], which contain complex motions with severe motion blur and aliasing. Set2 has 4 videos: City, Calendar, Foliage and Walk, which have been used by state-of-the-art methods [30], [32]. Note that we do not have to extract volumes during testing, since the convolutional operation can scale to videos of any spatial size and temporal length.

We generate the corresponding low-resolution videos for both datasets with the following steps: 1) using Gaussian filter with standard deviation 2 to smooth each original frame, and 2) downsampling the frame by a factor with bicubic method.$^4$

4.2 Network Architecture

Some important parameters of our proposed network are illustrated as follows: $s_{w_1} = 9$, $t_{w_1} = 3$, $s_{w_2} = 1$, $t_{w_2} = 3$, $s_{w_3} = 5$, $t_{w_3} = 3$, $s_{t_1} = 1$, $s_{t_2} = 32$, and $c = 1.5$. Note that for 3D feedforward convolution, varying the number and spatial size of its filters does not have a significant impact on the performance, because some filters with certain spatial sizes are already in a regime where they can already well model the frame content [9], [51]. We will focus on the selections of other parameters especially associated with sequence modeling, and study the relation between performance and parameters, as well as the best trade-off between performance and speed. The evaluation measures include both peak signal-to-noise ratio (PSNR) and testing time (Time).

4.2.1 Filter Size of Recurrent Convolution

We test three different filter sizes of recurrent convolution including $1 \times 1$, $3 \times 3$ and $5 \times 5$. For simple comparison, we experiment with only the forward sub-network of our proposed BRCN on the Set1 dataset with an upsampling factor of 4, as shown in Table 1. We can see that when the temporal length of training volume (Length) is fixed, the larger filter size produces the worse PSNR performance. It is mainly

$^3$ https://media.xiph.org/video/derf/.

$^4$ Here we focus on two factors of 4 and 2 that are usually considered settings in video SR.

$^5$ Similar to [46], we only deal with luminance channel in the YCbCr color space.

### Table 1

<table>
<thead>
<tr>
<th>Filter size</th>
<th>Length</th>
<th>Dancing</th>
<th>Flag</th>
<th>Fan</th>
<th>Treadmill</th>
<th>Turbine</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR</td>
<td>Time</td>
<td>PSNR</td>
<td>Time</td>
<td>PSNR</td>
<td>Time</td>
</tr>
<tr>
<td>$1 \times 1$</td>
<td>5</td>
<td>28.03</td>
<td></td>
<td>28.43</td>
<td></td>
<td>33.74</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>28.01</td>
<td>3.19</td>
<td>28.46</td>
<td>0.76</td>
<td>33.75</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>28.02</td>
<td></td>
<td>28.50</td>
<td></td>
<td>33.75</td>
<td></td>
</tr>
<tr>
<td>$3 \times 3$</td>
<td>5</td>
<td>28.02</td>
<td></td>
<td>28.43</td>
<td></td>
<td>33.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>28.03</td>
<td>9.41</td>
<td>28.45</td>
<td>2.24</td>
<td>33.69</td>
<td>4.13</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>28.06</td>
<td></td>
<td>28.44</td>
<td></td>
<td>33.68</td>
<td></td>
</tr>
<tr>
<td>$5 \times 5$</td>
<td>5</td>
<td>28.00</td>
<td></td>
<td>28.39</td>
<td></td>
<td>33.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>27.95</td>
<td>19.88</td>
<td>28.41</td>
<td>4.76</td>
<td>33.71</td>
<td>8.76</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>27.98</td>
<td></td>
<td>28.52</td>
<td></td>
<td>33.75</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 1: The Results of PSNR (dB) and Time (sec) by the Proposed Model with Different Filter Sizes of Recurrent Convolution (Filter Size) and Temporal Lengths of Training Volume (Length)
attributed to the border effects. In particular, when the filter size is larger than \(1 \times 1\), the size of feature maps in hidden layers will gradually shrink to zero after doing recurrent convolution for multiple timesteps. So we have to perform zero-padding on the shrunk feature maps to keep their sizes from decreasing. In this way, zero-valued pixels are introduced to the border of feature maps, and will degenerate the final prediction of the corresponding positions in high-resolution frames. We can also observe from the table that a larger filter size requires much more testing time, and thus lowers the efficiency of our model. So we use \(1 \times 1\) as our default filter size of recurrent convolution.

### 4.2.2 Temporal Length of Training Volume

As stated in Section 4.1, we use volumes as our training data with a temporal length of 10. It means that when super resolving a video frame, we can only use its previous or future frames with a window size of 10 as contextual information. We also experiment with another two temporal lengths in terms of 5 and 15 as presented in Table 1. When the filter size of recurrent convolution (Filter size) is fixed, the longer length achieves slightly better PSNR performance. Ideally, we could use volumes with very long length (> 30) for training so that much more contextual information can be used. But RNN-based methods cannot model such long-term dependency relation well due to the problems of gradient vanishing and explosion [4]. Although we could replace the used ReLu activation function with long short-term memory (LSTM) to release these problems, it will greatly increase the complexity of our network by introducing a large number of learning parameters. In addition, even though the testing time of using different temporal lengths is the same, volumes with a longer length will need relatively higher computational cost during training. Therefore, we use ReLu as our activation function and set the temporal length of training volume as 10.

### 4.2.3 Direction of Network

To demonstrate the effectiveness of our bidirectional scheme in BRCN, we evaluate four networks with different directions as follows:

1. Undirected (U): this network has no recurrent convolution, and its temporal step of 3D feedforward convolution is fixed as 1 similar to a conventional 2D convolution. U \(\times 2\) (or U \(\times 4\)) enlarges the model size by using two times (or four times) the number of filters per layer in U.
2. Forward (F): forward sub-network which considers the temporal dependency only in the forward direction. F \(w/o\) \(f\) removes the 3D feedforward convolution, while F \(w/o\) \(r\) removes the recurrent convolution.
3. Backward (B): back sub-network which considers the temporal dependency only in the backward direction.
4. Bidirectional (F+B): bidirectional recurrent convolutional network which combines the forward and backward sub-networks together.

The comparison of these networks is illustrated in Table 2. From the table we can see that, without recurrent or 3D feedforward connections for temporal dependency modeling, undirected network performs the worst. Forward and backward sub-networks obtain similar better performance which verifies the usefulness of exploiting contextual information in either forward or backward direction. When combining them together, the bidirectional network can achieve better results. It is attributed to the fact that each video frame is related to not only its previous frames but also the future ones. Note that the testing time of bidirectional networks is not much longer than that of others, because we accelerate it by separately proceeding two directional sub-networks in parallel and then combining their predictions.

### 4.2.4 Comparison of Two Convolutions

Our proposed model contains two different components for aggregating temporal information of video frames: 3D feedforward convolution and recurrent convolution. To properly disentangle their contributions to the final performance, we report the performance of two kinds of models in Table 2: 1) models using only 3D feedforward convolution but without recurrent convolution (\(w/o\) \(r\)), and 2) models using only
recurrent convolution but without 3D feedforward convolution (w/o \( f \)). In the forward sub-network, by comparing \( U \) with \( F \) w/o \( f \), we can conclude that only using 3D feedforward convolution (or recurrent convolution) can improve the performance by 0.03-0.10dB. Similar observations can also be found in the backward sub-network. When jointly using the two convolutions as shown in \( F \), the performance can be further improved by 0.11-0.18dB. It indicates that the two convolutions can cooperatively model the temporal dependency in a comprehensive way due to their complementary characteristics.

4.2.5 Temporal Step of 3D Feedforward Convolution
Since there exist a large number of fast-varying motions in video frames, we exploit 3D feedforward convolutions in the proposed network to learn the spatio-temporal patterns. To investigate what is the optimal temporal step that can best describe these motions, we set the temporal step as 2, 3 and 4, respectively, and compare their performance with different model configurations in Table 2. We can find that when the temporal step is 3, we can achieve the best performance for both forward and backward sub-networks, as well as their combinations. It means that the previous or future two frames can provide most helpful contextual information for super resolving the current frame. When the temporal step is larger than 3, the performance slightly reduces. It seems reasonable since most fast-varying motions often occur locally in several frames rather than remain for a long time. But it should be noted that the selection of temporal step also depends on the velocity of motion, the frame rate of video and the frequency of frame sampling.

4.2.6 Model Size
For many deep learning methods, their performance tends to increase with model size, i.e., the number of learnable parameters. For our proposed model, its performance gradually improves when the model size increases from 8 to 58 k. To study whether the performance gains come from the proposed network components or the increased model size, we report the model size of each model configuration in Table 2, and compare our proposed model with three undirected network components or the increased model size, we report the model size of each model configuration in Table 2, and compare our proposed model with three undirected networks with comparable model sizes. When comparing with \( U \times 2 \) (Size=20 k), the proposed \( F \) (Size=21 k) and \( B \) (Size=21 k) can outperform it by 0.15 and 0.16 dB, respectively. The proposed \( F+B \) (Size=58 k) performs better than \( U \times 4 \) (Size=57 k) by 0.24 dB with faster speed. These evidences demonstrate the effectiveness of our network components.

4.3 Comparison with State-of-the-Art Methods
We select the network architecture with the best performance as our default BRCN, and compare with seven single-image SR and four multi-frame SR methods including:

- Bicubic: bicubic interpolation.
- SC: sparse coding-based method [52].
- K-SVD: dictionary learning method based on singular value decomposition [53].
- NE+NNLS: nonnegative neighbor embedding [5].
- ANR: anchored neighbor regression method [46].
- NE+LLE: locally linear neighbor embedding [7].
- SR-CNN: image SR with CNN [9].
- 3DSKR: 3D steering kernel regression [44].
- Enhancer: a commercial software for video SR [1].
- FUS: fast video upsampling [41].
- DeepSR: SR draft ensemble learning with CNN [30].

For all these methods, we use their publicly available codes to perform all the experiments. It should be noted that we do not make comparison with the state-of-the-art multi-frame SR method [32], because we do not have the corresponding code and its released results on the Set2 dataset are obtained in a different setting as ours. But instead we compare with the recent state-of-the-art method named DeepSR [30] which is shown to outperform [32] in most cases.

4.3.1 PSNR and SSIM Comparison
The results of all the methods on the Set1 and Set2 datasets are compared in Tables 3 and 4, respectively. In each table, we present the results with two upscaling factors in terms of 2 (Scale2) and 4 (Scale4), and use three evaluation measures, including peak signal-to-noise ratio, structural similarity (SSIM) and testing time (Time).

For the upscaling factor of 4, we can see that our BRCN clearly outperforms all the compared methods in both averaged PSNR and SSIM. Specifically, compared with the state-of-the-art single-image SR methods (e.g., SR-CNN, ANR and K-SVD), our multi-frame-based method can surpass them by 0.33–0.59 dB and 0.30–0.45 dB in PSNR on the two datasets, respectively. It is mainly attributed to the beneficial mechanism of temporal dependency modeling. BRCN also performs much better than the two representative multi-frame SR methods (3DSKR and Enhancer) on the two datasets. In fact, most existing multi-frame-based methods tend to fail catastrophically when dealing with very complex motions, since it is difficult for them to estimate these motions with pinpoint accuracy. Alternatively, our method exploits recurrent and 3D feedforward convolutions that are able to learn the both long-term content and short-term spatio-temporal patterns for challenging motions. Note that overall our BRCN performs slightly worse than the state-of-the-art method DeepSR that additionally exploits multiple SR drafts by different motion estimations with ensemble learning. Different from it, BRCN does not use any time-consuming motion estimation so that it runs much faster while still achieving comparable performance.

For the upscaling factor of 2, we can observe from both tables that our method can outperform other methods by a much larger margin. It demonstrates that our method is better at super resolving the videos with a smaller upscaling factor. In particular, video frames with a smaller upscaling factor usually have more detailed information in their visual content, which can greatly facilitate the learning of local spatio-temporal features for fast-varying motions.

4.3.2 Time versus PSNR
We also present the comparison of Time in both Tables 3 and 4, where all the methods are implemented on the same machine (Intel CPU 3.10 GHz and 32 GB memory). The

\[ \text{6. We retrained SR-CNN on the new dataset, and found that the pretrained and retrained SR-CNNs obtain similar results.} \]
4.3.3 Visual Comparison

In addition to the quantitative evaluation, we present some qualitative results. Since we only deal with the luminance channel in the YCbCr color space, here we simply upscale the other two channels with bicubic interpolation for well-illustration [46]. We present the closeup comparison with the best performed methods on the two datasets with different upscaling factors in Figs. 5 and 6, respectively. Please enlarge and view these figures on the screen for better comparison. From these figures, we can observe that our method is able to recover more image details than others under various motion conditions.

4.4 Color Video Super-Resolution

In previous experiments, we deal with color videos by first transforming video frames from RGB space to YCbCr space and then dealing with only luminance channel in the YCbCr space. Next we will consider to simultaneously handle all three channels in the RGB space. We can achieve this goal by resetting the number of input channels as 3, and feeding more channels into the proposed network without changing the learning procedure and network architecture.

In our experiments, we perform experiments of color video SR on the Set2 dataset. The comparison methods contain a baseline publicly available codes of compared methods are all in MATLAB while SR-CNN and ours are in Python. For clear illustration, we plot Time versus PSNR on the Set2 dataset in Fig. 7. From the figure, we can see that our BRCN takes 10.27 sec per frame on average, which is orders of magnitude faster than the fastest multi-frame SR method 3DSKR. It should be noted that the speed gap is not caused by the different MATLAB/Python implementations. As stated in [32], [44], the computational bottleneck for the existing multi-frame SR methods is the accurate motion estimation, while our model explores an alternative based on efficient convolutions which has much lower computational complexity. Note that the speed of our method is worse than the fastest single-image SR method ANR. It is likely that our method involves the additional phase of temporal dependency modeling, so that we can achieve better performance. In addition, compared with recent state-of-the-art single-image SR methods including [28], [29], [42], some of them might achieve better performance than our model, but they use a much deeper network with more learnable parameters, so they should be much slower than our BRCN. We also test our model on a NVIDIA K20 GPU (denoted as BRCN-GPU) and achieve real-time video SR by taking 0.48 sec per frame.
method: Bicubic and three state-of-the-art color video SR methods: Enhancer [1], FUS [41] and DeepSR [30]. As we have demonstrated the effectiveness of BRCN on different upscaling factors, we only evaluate the performance with the upscaling factor of 4. We also try two different learning strategies for the proposed BRCN: 1) Y only: this is a single-channel ($c = 1$) network trained only on the luminance channel. While Cb and Cr channels are directly upsampled using bicubic interpolation, and 2) RGB: this is a three-channel ($c = 3$) network trained on the RGB channels. The comparisons of PSNR and SSIM by all the methods are shown in Table 5, where PSNR and SSIM are computed in RGB and gray spaces, respectively. From the table, we can see that our BRCN trained on RGB channels can achieve better performance than the one trained only on the luminance channel. Both two BRCNs can outperform FUS and Enhancer by a large margin. Although without ensemble learning or motion estimation, our BRCN-RGB can still obtain comparable results as DeepSR, which demonstrates its effectiveness on modeling temporal dependency for color videos.

We also present some qualitative results by visually comparing all the super resolved results in Fig. 8. Our BRCN can achieve much clearer results than Enhancer and FUS for all the videos. Although BRCN quantitatively performs worse than DeepSR in Table 5, its super resolved results look more nature and have fewer obtrusive artifacts when large motion occurs, e.g., the running car in the Foliage video and the moving leg in the Walk video.

### 4.5 Filter and Feature Map Visualization

To study whether the proposed BRCN can learn meaningful spatio-temporal patterns, we visualize the learned filters of 3D feedforward convolutions with upscaling factors of both 4 and 2. For each upscaling factor, we show the filters in both the first hidden layer and output layer in the forward sub-network, denoted by $W_1^f$ and $W_3^f$, respectively. Since $W_1^f$ and $W_3^f$ are both 3D filters, to obtain a clear visualization, we set the temporal step of $W_1^f$ and $W_3^f$ as 3, and sequentially present the detailed 2D filter weights at each temporal step.
The learned filters for upscaling factors 4 and 2 are illustrated in Figs. 9 and 10, respectively. The filters of $W_f^1$ at 1st temporal step exhibit some strip-like patterns, which can be viewed as edge detectors. The filters at 2nd and 3rd temporal steps show similar patterns but in a smoother style, and their phases vary along with temporal steps. It indicates that when super-resolving a video frame, not only its current visual content is detected but also the relation to the contextual information in its adjacent frames is temporally modelled.

The filters of $W_f^3$ at 1st temporal step show some centrally-averaging patterns, which illustrates that the predicted high-resolution frame is obtained by averaging over the feature maps in the second hidden layer. This averaging operation is also consistent with the corresponding reconstruction phase in patch-based SR methods (e.g., [52]), but the difference is that our filters are automatically learned rather than pre-defined. Regarding the learned filters at 2nd
and 3rd temporal steps, we can observe the clear phase difference between pairwise filters, which demonstrates that our model can learn meaningful time-varying features. When comparing the learned filters of different upscaling factors, we can see that the filters of a smaller factor show more finer-grained patterns for describing detailed content, e.g., line-like patterns in Figs. 10b and 10c.

To investigate how such spatio-temporal filters can affect the results of representation learning in the hidden layers, we also show the feature maps of both the first and second hidden layers in Fig. 11. The inputs are 3 successive low-resolution video frames interpolated by the bicubic method in advance. The outputs are predicted high-resolution frames by the proposed BRCN. As we can see, feature maps of the first hidden layer highlight various edges at different directions. By carefully zooming in these feature maps, we can find there exist obvious motion-specific patterns around moving objects, e.g., the dark and white pixels at the top edge of skit (marked by yellow circles in the middle row). It is likely

<table>
<thead>
<tr>
<th>Model</th>
<th>City</th>
<th>Calendar</th>
<th>Foliage</th>
<th>Walk</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bicubic</td>
<td>21.91</td>
<td>17.26</td>
<td>20.06</td>
<td>21.60</td>
<td>20.21</td>
</tr>
<tr>
<td>Enhancer [1]</td>
<td>23.22</td>
<td>19.16</td>
<td>22.29</td>
<td>24.82</td>
<td>23.37</td>
</tr>
<tr>
<td>BRCN-Y only</td>
<td>23.31</td>
<td>19.57</td>
<td>23.03</td>
<td>25.58</td>
<td>22.96</td>
</tr>
<tr>
<td>BRCN-RGB</td>
<td>23.53</td>
<td>19.68</td>
<td>23.10</td>
<td>25.78</td>
<td>22.96</td>
</tr>
</tbody>
</table>

PSNR

<table>
<thead>
<tr>
<th>Model</th>
<th>City</th>
<th>Calendar</th>
<th>Foliage</th>
<th>Walk</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bicubic</td>
<td>0.4220</td>
<td>0.4699</td>
<td>0.4275</td>
<td>0.6846</td>
<td>0.5010</td>
</tr>
<tr>
<td>FUS [41]</td>
<td>0.4251</td>
<td>0.4870</td>
<td>0.4380</td>
<td>0.6910</td>
<td>0.5103</td>
</tr>
<tr>
<td>Enhancer [1]</td>
<td>0.5481</td>
<td>0.5730</td>
<td>0.5702</td>
<td>0.7752</td>
<td>0.6166</td>
</tr>
<tr>
<td>DeepSR [30]</td>
<td>0.6507</td>
<td>0.6938</td>
<td>0.7248</td>
<td>0.7714</td>
<td>0.7102</td>
</tr>
<tr>
<td>BRCN-Y only</td>
<td>0.5447</td>
<td>0.5985</td>
<td>0.6018</td>
<td>0.8081</td>
<td>0.6383</td>
</tr>
<tr>
<td>BRCN-RGB</td>
<td>0.5685</td>
<td>0.6325</td>
<td>0.6213</td>
<td>0.8247</td>
<td>0.6617</td>
</tr>
</tbody>
</table>

SSIM

* indicates ensemble method.

Fig. 8. Visual comparison among input low-resolution frames and super resolved results by Bicubic, FUS, Enhancer, DeepSR and BRCN, respectively, on the Set2 dataset with an upscaling factor of 4.

Fig. 9. Visualization of learned filters in the first hidden and output layers of the proposed BRCN, with an upscaling factor of 4.

Fig. 10. Visualization of learned filters in the first hidden and output layers of the proposed BRCN, with an upscaling factor of 2.
that such motion-specific patterns for the current frame are obtained by inferring the moving trend of skit from the previous frames. While for the feature maps of the second hidden layer, they differ mainly on intensities and contain similar motion-specific patterns. It is because the second hidden layer focuses on nonlinearly fusing all the previous feature maps to more steady states for the following final prediction.

5 Conclusion and Future Work

In this paper, we have proposed the bidirectional recurrent convolutional network (BRCN) for multi-frame SR. Our main contribution is the novel use of bidirectional scheme, recurrent and 3D feedforward convolutions for efficient temporal dependency modeling. We have applied our model to super resolve videos containing complex motions, and achieved better performance and faster speed.

Our proposed model has the following limitations: 1) to seek a good balance between performance and efficiency, the model has a very shallow architecture (i.e., only 3 layers), so its performance might not be the best among all the recently released papers [28], [29], [42], and 2) the low-resolution images have to be pre-upsampled to the desired size before inputting to the model, thus the computational complexity grows quadratically with the upsampled spatial size, and 3) due to the lack of large-scale video SR dataset, our model is not directly learned from scratch but fine-tuned from pre-trained weights on static images.

To further improve the performance, we will extend our model to have a deeper architecture, e.g., based on 19 layers VGG net [28], or incorporate some effective strategies, e.g., motion ensemble [30]. Although such complex extensions could increase the computational complexity and thus slow the running speed, they will help the model to better model nonlinear properties in image spaces.

For speed acceleration, we will replace the previously used bicubic pre-upsampling by automatically learning diverse upsampling filters with deconvolution layers [11]. In this way, the computational complexity is only proportional to the small spatial size of original low-resolution images, which can thus be largely reduced.

To learn our model with more flexibility, we plan to collect a large-scale high-resolution video dataset, and try to learn our model directly from raw videos.
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