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Abstract—This paper presents an efficient metric for quantifying the visual fidelity of natural images based on near-threshold and suprathreshold properties of human vision. The proposed metric, the visual signal-to-noise ratio (VSNR), operates via a two-stage approach. In the first stage, contrast thresholds for detection of distortions in the presence of natural images are computed via wavelet-based models of visual masking and visual summation in order to determine whether the distortions in the distorted image are visible. If the distortions are below the threshold of detection, the distorted image is deemed to be of perfect visual fidelity ($VSNR = \infty$) and no further analysis is required. If the distortions are suprathreshold, a second stage is applied which operates based on the low-level visual property of perceived contrast, and the mid-level visual property of global precedence. These two properties are modeled as Euclidean distances in distortion-contrast space of a multiscale wavelet decomposition, and VSNR is computed based on a simple linear summation in order to determine whether the distortions in these thresholds due to masking effects imposed by the images (e.g., activity-based measures [11]).

Index Terms—Contrast, distortion, human visual system (HVS), image fidelity, image quality, noise, visual fidelity, wavelet.

I. INTRODUCTION

The rapid proliferation of digital imaging and communications technologies has given rise to a growing number of applications which yield images for end-use by humans. In many cases, the end-user receives a distorted version of the original digital image (e.g., due to lossy compression, digital watermarking, packet loss), and it is, therefore, necessary to quantify the visual impact of this distortion. To this end, visual fidelity metrics have been developed in an attempt to accurately and efficiently quantify the fidelity of a distorted image relative to the original image in a manner that agrees with subjective judgments made by humans.

Current approaches to quantifying the visual fidelity of a distorted image have primarily been based on purely bottom-up properties of vision or on specific premises of what the human visual system attempts to accomplish when viewing a distorted image. These approaches can roughly be divided into the following paradigms:

1) mathematically convenient metrics, which operate based only on the intensity of the distortions, e.g., mean-squared error (MSE), peak signal-to-noise ratio (PSNR);
2) metrics based on near-threshold psychophysics, which typically employ a frequency-based decomposition, and which take into account the visual detectability of the distortions by using contrast detection thresholds (e.g., weighted MSE) and/or by also accounting for elevations in these thresholds due to masking effects imposed by the images (e.g., activity-based measures [1]–[3]);
3) metrics based on overarching principles such as structural or information extraction, which quantify visual fidelity based on the premise that a high-quality image is one whose structural content, such as object boundaries and/or regions of high entropy, most closely matches that of the original image [4]–[6] (see also [7]).

It is well-known that MSE/PSNR can be a poor predictor of visual fidelity [8]; rather, a veridical measure must take into account properties of the human visual system (HVS). Furthermore, in the context of image compression, several studies have argued that the visual detectability of the distortions does not always correlate with subjective fidelity ratings of images which contain suprathreshold distortions [9]–[11]. For example, an image containing clearly visible white noise can be judged to be subjectively more pleasing than an image containing, e.g., just noticeable JPEG blocking artifacts. Consequently, the applicability of metrics based on near-threshold psychophysics for images containing suprathreshold distortions remains unclear. Although metrics based on overarching principles have demonstrated success at predicting visual fidelity for a variety of suprathreshold distortions, because these methods largely ignore properties of low-level vision, they generally cannot determine if the distortions are below the threshold of visual detection, nor is there a clear guideline for adjusting these metrics to account for different viewing conditions.

This paper presents a wavelet-based visual signal-to-noise ratio (VSNR) for quantifying the visual fidelity of distorted images based on recent psychophysical findings reported by the authors involving both near-threshold and suprathreshold distortions [12]–[15]. The proposed metric operates by using both low-level and mid-level properties of human vision: low-level HVS properties of contrast sensitivity and visual masking are first used via a wavelet-based model to determine if the distortions are below the threshold of visual detection. If
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the distortions are suprathreshold, the low-level HVS property of perceived contrast and the mid-level HVS property of global precedence (i.e., the visual system’s preference for integrating edges in a coarse-to-fine-scale fashion) are taken into account as an alternative measure of structural degradation. The proposed metric thus estimates visual fidelity by computing: 1) contrast thresholds for detection of the distortions, 2) a measure of the perceived contrast of the distortions, and 3) a measure of the degree to which the distortions disrupt global precedence and, therefore, degrade the image’s structure.

This paper is organized as follows. Section II reviews previous approaches to quantifying visual fidelity. Section III presents an interpretation of recent psychophysical results [13], [16] in the context of applying the results toward quantifying visual fidelity. Section IV describes the VSNR metric. The performance of the VSNR metric is evaluated, and limitations and extensions of the metric are discussed in Section V. General conclusions are provided in Section VI.

II. PREVIOUS APPROACHES TO QUANTIFYING IMAGE FIDELITY

This section reviews previous approaches to quantifying the visual fidelity of distorted images. The majority of these approaches can roughly be classified into the following paradigms: 1) mathematically convenient metrics, 2) metrics based on near-threshold psychophysics, and 3) metrics based on overarching principles.

A. Mathematically Convenient Metrics

Mean-squared error (MSE), and its closely related variant PSNR, have found widespread use due to their mathematical convenience. Metrics of this type generally operate based solely on the energy of the distortions. Specifically, let $I$ denote an $n$-bit original digital image, and let $\tilde{I}$ denote a distorted version of the original image, both with digital pixel values in the range $[0, 2^n - 1]$ (e.g., [0-255] for 8-bit images). The distortions $E$ are given by $E = I - \tilde{I}$ with digital pixel values in the range $[-2^n + 1, 2^n - 1]$. The MSE between $I$ and $\tilde{I}$ is given by

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} E_i^2 = \frac{\|E\|^2}{N} \tag{1}$$

and the PSNR (in decibels) is given by

$$\text{PSNR} = 10 \log_{10} \left( \frac{(2^n - 1)^2}{\text{MSE}} \right) = 20 \log_{10}(2^n - 1) - 20 \log_{10} \left( \frac{\|E\|}{\sqrt{N}} \right) \tag{2}$$

where $\| \cdot \|$ denotes the $L_2$-norm, $E_i$ denotes the $i^{th}$ digital pixel value of $E$, and $N$ denotes the total number of pixels. Thus, MSE is proportional to the energy of $E$, and PSNR is proportional to the difference between $\log(2^n - 1)$ and the log energy of $E$.

Despite its mathematical simplicity, MSE/PSNR oftentimes correlates poorly with subjective ratings of fidelity in natural images [8]. Part of the reason these metrics fail is the fact that they operate based on the digital values of $E$ rather than on the physical luminances of the distortions ultimately emitted from the device on which the images are displayed. To overcome this limitation, a common practice in vision science is to first model the display device’s relationship between digital pixel value $P$ and physical luminance $L$ given in $c1/m^2$ via

$$L(P) = (b + kP)^\gamma \tag{3}$$

where $b$ represents the black-level offset, $k$ the pixel-value-to-voltage scaling factor, and $\gamma$ the gamma of the display monitor [17]. The visibility of the distortions is then characterized based on the root-mean-square (RMS) contrast [18]–[21] of the distortions, $C(E)$, which is given by

$$C(E) = \frac{1}{\mu_{\text{L(I)}}} \left( \frac{1}{N} \sum_{i=1}^{N} [L_i(E_i + \mu_I) - \mu_{L(E + \mu_I)}]^2 \right)^{1/2} \tag{4}$$

where $\mu_I = (1/N) \sum_{i=1}^{N} I_i$ and $\mu_{\text{L(I)}} = (1/N) \sum_{i=1}^{N} L(I_i)$ denote the average pixel value and average luminance of $I$, respectively; and where $L(E_i + \mu_I) = (1/N) \sum_{i=1}^{N} L(E_i + \mu_I)$ denotes the average luminance of the mean-offset distortions $E + \mu_I$. The quantities $L(E_i^*) = (b + kE_i)^\gamma$ and $L(E_i + \mu_I) = (b + k(E_i + \mu_I))^\gamma$ correspond to the luminance of the $i^{th}$ pixel of the image and the mean-offset distortions, respectively.

Thus, the RMS contrast of the distortions is the standard deviation of the luminances of $E + \mu_I$ normalized by the average luminance of $I$. This normalization by $\mu_{\text{L(I)}}$ attempts to account for Weber’s Law, wherein the distortions are more difficult to see in brighter regions of an image as compared to in darker regions.

However, although RMS contrast accounts for the pixel-value-to-luminance response characteristics of the display device and for visual sensitivity to luminance, neither MSE/PSNR nor RMS contrast takes into account visual sensitivity to contrast and how contrast sensitivity is affected by the image. Thus, RMS contrast on its own is not a good predictor of the visual detectability of distortions contained in real images. These issues are discussed further in the following section.

B. Metrics Based on Near-Threshold Psychophysics

Perhaps the most widely used property of human vision for predicting visual fidelity is contrast sensitivity. Contrast sensitivity to a visual target (e.g., to the distortions in a distorted image) is defined as the inverse of the physical contrast of the target when the target is at the threshold of visual detection. Thus, in order for a human to visually detect a target, the contrast of the target must be greater than a certain contrast detection threshold, and the inverse of this threshold is contrast sensitivity. Whereas contrast sensitivity is traditionally measured by using targets consisting of sine-wave gratings, in the context of visual fidelity one is interested in contrast sensitivity to the distortions $E$ when $E$ is presented against the image (mask) $I$ which is experiencing the distortions. If the contrast of the distortions is below the corresponding contrast detection threshold, the distortions are not visible, and, therefore, the distorted image $\tilde{I}$ is of perfect visual fidelity.

Numerous researchers have shown that contrast sensitivity to a target depends both on the spatial frequency of the target and on properties of the mask (image) on which the visual target is displayed [22]–[24]. Variations in sensitivity as a function of
Spatial frequency is summarized via the well-known contrast sensitivity function (CSF) which has traditionally shown that sensitivity peaks between 1–6 cycles per degree of visual angle [13], [23]–[26]. Variations in sensitivity as a function of the mask upon which a target is displayed is also well known, and is typically termed (contrast or pattern) masking. In particular, we have shown in [12] and [13] that natural images impose both image-selective and spatial-frequency-selective masking of targets consisting of wavelet distortions. Visual angle, contrast sensitivity, and masking are discussed further in Section III.

A class of visual fidelity metrics has been developed which operates based on these low-level, near-threshold properties of vision (contrast sensitivity and masking) [1]–[3], [27]–[39] (see also [9] and [40]). Typically, the original and distorted images are processed through a set of subband filters to obtain oriented, spatial frequency decompositions of the images; this stage is designed to mimic the cortical decomposition performed by the HVS. The CSF is taken into account either by applying a CSF-shaped prefilter to the images prior to the subband decomposition, or by appropriately adjusting the relative gains of the subband filters based on their passbands. Masking is typically taken into account by means of a model which considers not only the characteristics of the target, but also the characteristics of the mask (image) on which the target is displayed [41]. The human visual responses to the original and distorted images are computed based on the magnitudes of these adjusted subband coefficients, and the distortions are deemed visible if these mimicked visual responses to the original and distorted images are sufficiently different from each other.

Visual fidelity metrics which operate based on near-threshold psychophysics are very effective at determining whether or not the distortions are visible and, therefore, whether or not the original and distorted images are visually distinguishable. However, because the underlying visual models have traditionally been developed and refined to fit contrast detection thresholds, the applicability of these models for clearly visible, suprathreshold distortions remains unclear. In the context of image compression, we have previously shown that detection thresholds, even after adjustments for masking, are of limited utility for low-rate compression in which the distortions are highly suprathreshold; rather, one must consider the perceived contrast of the distortions and the effects of the distortions on an observer’s ability to visually process the image’s edges (global precedence; see Section III-B) [11], [14].

C. Metrics Based on Overarching Principles

Recently, a different class of visual fidelity metrics has been developed which does not use low-level properties of vision, but instead operates based on overarching hypotheses of what the human visual system attempts to achieve when shown a distorted image [4]–[7]. The Structural SIMilarity (SSIM) metric of Wang et al. [4] operates based on the notion that the HVS has evolved to extract structural information from natural images, and, therefore, a high-quality image is one whose structure most closely matches that of the original. To this end, the SSIM metric employs a modified measure of spatial correlation between the pixels of the original and distorted images to quantify the extent to which the image’s structure has been distorted. The SSIM metric has been shown to correlate well with subjective ratings of images containing a variety of suprathreshold distortions, and extensions of the metric have also been applied to video [42].

More recently, Sheikh et al. [5] proposed an information-theoretic approach to quantifying visual fidelity by means of an Information Fidelity Criterion (IFC) derived based on natural-scene statistics. The IFC metric operates under the premise that the HVS has evolved based on the statistical properties of the natural environment, and, therefore, given an original and distorted image, the visual fidelity of the distorted image can be quantified based on the amount of information it provides about the original. The IFC metric models images as realizations of a mixture of marginal Gaussian densities chosen for wavelet subband coefficients, and visual fidelity is quantified based on the mutual information between the coefficients of the original and distorted images. A more recent extension of the metric, Visual Information Fidelity (VIF) [43], which begins to incorporate properties of vision, has also been proposed by Sheikh et al.. As with the SSIM metric, the IFC and VIF metrics have been shown to perform well for a variety of suprathreshold distortions.

Metrics based on these overarching principles are particularly attractive due to their mathematical foundations which facilitates analysis and optimization. However, because these metrics do not consider the detectability of the distortions, the applicability of these metrics for determining whether or not a distorted image is of perfect visual fidelity remains unclear. Moreover, because these metrics largely ignore viewing conditions, in particular, viewing distance and the pixel-value-to-luminance response characteristics of typical display devices, it is not clear how the results of these metrics should be adjusted to account for different viewing conditions (see [44] for an extension of SSIM which attempts to account for viewing distance).

D. Summary and Other Approaches

In summary, numerous metrics have been developed to quantify the visual fidelity of distorted images. Mathematically convenient metrics such as MSE/PSNR, and luminance-based extensions of these metrics such as RMS contrast, do not generally correlate well with subjective judgments of fidelity. Metrics which take into account low-level, near-threshold properties of vision have proved useful for quantifying the detectability of the distortions, but the correct way to extend these metrics for use with clearly visible, suprathreshold distortions remains an open question [9]. Metrics based on overarching principles have shown great success for a variety of suprathreshold distortions; however, because these metrics largely ignore low-level properties of vision and viewing conditions, their applicability for images containing near-threshold distortions and/or images viewed under various viewing conditions remains unclear.

Some researchers have considered both low-level and higher-level properties of human vision toward quantifying visual fidelity. Classical experiments in multidimensional scaling have attempted to relate overarching properties to lower-level perception [45], [46]. The work of Karunasekera and Kingsbury [47] incorporates luminance and contrast masking into a measure of visual sensitivity to blocking (edge) artifacts. Similarly,
Miyahara et al. [34] combine a model of low-level vision with techniques for quantifying a variety of distortion factors (e.g., blocking, error correlation). The work of Osberger et al. [35] combines a model of low-level vision with an algorithm for predicting the most visually important spatial locations in images. The work of Damera-Venkata et al. [48] incorporates contrast sensitivity and luminance and contrast masking, and also considers suprathreshold contrast perception by using discrimination thresholds (as opposed to detection thresholds) measured for sine-wave gratings.1 More recently, Carnec et al. [50] have proposed a metric which combines low-level HVS properties with a measure of structural information obtained via a stick-growing algorithm and estimates of visual fixation points. The work of Carnec et al. has been reported to correlate well with subjective ratings (see also [51]); however, the complexities of its algorithms impose hefty computational and memory requirements, even for moderately sized images.

In this paper, we propose a wavelet-based metric which combines the mathematical convenience of RMS contrast with both low-level and mid-level properties of vision by utilizing recent psychophysical results performed by the authors designed specifically to quantify the visual detectability and visual perception of distortions in natural images. The proposed metric, the VSNR, operates by modeling: 1) the average masking effects which natural images impose on the detectability of distortions, and 2) the perceived contrast of suprathreshold distortions, and 3) an alternative measure of structural degradation based on the mid-level visual property of global precedence (see Section III-B). The following section interprets the results of these psychophysical experiments in the context of applying the results toward quantifying visual fidelity. The resulting VSNR metric is described in Section IV.

III. VISUAL DETECTION AND PERCEPTION OF DISTORTION IN NATURAL IMAGES

This section reviews and interprets several key findings from recent psychophysical experiments performed by the authors to quantify the perception of distortions in natural images. We focus on three factors: 1) the detectability of distortions in natural images [12], [13], 2) the perceived contrast of suprathreshold distortions in natural images [14], and 3) the effects of suprathreshold distortions on the perceived fidelity of natural images [12], [14], [15]. Note that, because our psychophysical experiments utilized wavelet distortions generated by using the separable 9/7 filters [52], the models presented in this section rely on an octave-bandwidth wavelet decomposition of the image. Accordingly, the following discussion should not be considered a complete account of visual perception of distortions in images; rather, we present simplified models designed for computational efficiency.

Throughout this section, the term spatial frequency is used to describe the radial frequency content of visual stimuli expressed in units of cycles per degree of visual angle (cycles/degree). The visual angle provides a convenient means of specifying the size of a stimulus as it appears on the retina; 1 degree of visual angle covers approximately 290 μm of the retina [53]. Visual stimuli are also commonly characterized based on their orientation and spatial location; however, in this paper, we do not consider the separate effects of different orientations nor locations on visual fidelity.

A. Visual Detection of Distortions

Visual Detectability and Masking of Distortions: The ability of a human observer to detect a visual target depends, among other factors, on the spatial frequency of the target. When displayed against a solid gray background, contrast sensitivity to sine-wave gratings is typically greatest (and, thus, the contrast detection threshold is lowest) for spatial frequencies between 4–6 cycles per degree of visual angle [23], [24]. Contrast sensitivity to Gaussian-modulated sine-waves and wavelets typically peaks around center frequencies of 1–3 cycles/degree [13], [25], [26]. Beyond these frequencies, sensitivity is reduced; thus, lower frequency and higher frequency targets are generally more difficult to detect. Contrast sensitivity is also known to vary with the background (mask) upon which targets are displayed. In general, it is more difficult to detect a target presented against a high-contrast mask than it is to detect a target presented against a lower-contrast mask [22]. In addition, variations in a mask’s spatial pattern also affects sensitivity [41] (see [24] and [54] for a description of other parameters which affect contrast sensitivity; these parameters are not considered in this paper).

In the context of image fidelity, we are interested in the detectability of the distortions and the masking effects imposed upon this detectability [12], [13], [30]. Let \( \mathbf{I} \) and \( \mathbf{\tilde{I}} \) denote, respectively, an original image and a distorted version of that image; and, let \( \mathbf{E} \equiv \mathbf{I} - \mathbf{\tilde{I}} \) denote the distortions contained within \( \mathbf{\tilde{I}} \). To determine whether the distortions are visible, contrast detection thresholds are computed as a function of both spatial frequency and the contrast of the image. Note that because our psychophysical experiments utilized wavelet distortions generated by using the separable 9/7 filters [52], the following equations rely on an octave-bandwidth wavelet decomposition of the image.

**Step 1: Compute Threshold Contrast SNRs:** Let \( \mathbf{I}_f \) and \( \mathbf{E}_f \) denote, respectively, the image and distortion content within an octave band of spatial frequencies centered at frequency \( f \) (here, \( f \) denotes the radial distance from zero-frequency in cycles/degree). The contrast SNR at \( f \), \( CSNR_f \), is defined as

\[
CSNR_f(\mathbf{I}_f, \mathbf{E}_f) = \frac{C(\mathbf{I}_f)}{C(\mathbf{E}_f)}
\]  

(5)

where \( C(\mathbf{I}_f) \) and \( C(\mathbf{E}_f) \) denote the respective RMS contrasts of these components.

In a previous study [12], we have shown that for detection of wavelet distortions in natural images, average contrast SNRs at the threshold of detection are modeled as

\[
CSNR_f^{thr} = a_3 f^{a_2} \ln(f) + a_1
\]  

(6)

where \( CSNR_f^{thr} \) denotes the threshold contrast SNR for octave-bandwidth distortions centered at spatial frequency \( f \) and

1Whereas a contrast detection threshold specifies the minimum contrast required to visually detect a target; a contrast discrimination threshold specifies the minimum difference in contrast required to visually distinguish between two visual targets; see [49].
Step 2: Compute Contrast Detection Thresholds: The threshold contrast SNRs are used to compute corresponding contrast detection thresholds. Specifically, when $E_f$ is at the threshold of detection when presented against an image mask $I$, the contrast of $E_f$, $C(E_f) = CT(E_f|I)$, where $CT(E_f|I)$ denotes the contrast detection threshold of $E_f$ computed based on the corresponding $CSNR^{thr}_f$ via

$$CT(E_f|I) = \frac{C(I_f)}{CSNR^{thr}_f} = \frac{C(I_f)}{a_0f^{a_1}\ln(f)+a_1}, \quad (7)$$

Thus, to determine whether the distortions are visible within each octave band of frequencies, the actual contrast of the distortions, $C(E_f)$, is compared with the corresponding contrast detection threshold $CT(E_f|I)$. This process is described further in Section IV-B.

Note that the results depicted in Fig. 1 represent thresholds which have been averaged across images. Although this averaging operation allows (7) to implicitly account for masking induced by natural images and, therefore, provides a computationally efficient means of assessing the visibility of the distortions (see Section IV-B), the use of average thresholds can lead to an overestimate of contrast detection threshold for images (or regions of images) that are not particularly effective at masking the distortions; [55]–[57] describe techniques for determining RMS contrast thresholds on a per-image basis. In addition, (7) was developed based on psychophysical experiments using octave-bandwidth wavelet subband quantization distortions (using the separable 9/7 filters). Although it is generally accepted that the HVS analyzes visual stimuli via nearly octave-bandwidth spatial-frequency channels, the application of (7) to other types of distortion (e.g., geometric distortion) remains an open question.

B. Visual Perception of Suprathreshold Distortions

Perceived Contrast of Suprathreshold Distortions: Contrast detection thresholds and the corresponding CSF are crucial for determining whether or not the distortions in a distorted image are visible. However, the utility of these thresholds for images containing suprathreshold distortions in which the distortions are, by definition, visible, remains an area of debate [14], [58]–[60]. Although considerably less is known about suprathreshold vision, several researchers have investigated the perceived contrast of suprathreshold targets; i.e., how much contrast a spatial target appears to have. In particular, contrast-matching experiments have traditionally revealed that the perceived contrast of a suprathreshold target depends much less on the spatial frequency of the target than what is predicted by the CSF, a finding termed contrast constancy [58], [60]. Using a similar contrast-matching paradigm in the presence of natural images, we have also found contrast constancy for targets consisting of octave-bandwidth wavelet distortions [14]. These findings suggest that when distortions are visible, the perceived contrast of the distortions can be approximated by the physical contrast of the distortions; i.e., in terms of perceived contrast, there is little to no spatial-frequency dependence, and masking effects are, to a first approximation, negligible [14].

Global Precedence and the Effects of Distortions on Fidelity: In addition to the insights into low-level vision provided by these findings on perceived contrast, several researchers have argued that when the task is to judge the visual fidelity of a distorted image (as opposed to judging just the contrast of the distortions), humans tend to consider the effects of the distortions on the integral of edges [4], [14], and, therefore, one must also consider higher-level properties of vision. Here, we take into account the mid-level property of global precedence, which states that the HVS visually integrates an image’s edges in a coarse-to-fine scale (global-to-local) fashion [61]–[63]. Physiological evidence for global precedence has recently been observed in secondary visual cortex (V2) of macaque when free-viewing natural scenes [64]; Willmore et al. found that V2 cells integrate activity across spatial frequency in an effort to enhance the representation of edges. In the context of image compression, we have advocated that the contrasts of suprathreshold quantization distortions should be proportioned across spatial frequency so as to preserve global precedence; specifically, because edges are visually integrated in a coarse-to-fine-scale order, the visual fidelity of an image can be maintained by preserving coarse scales at the expense of fine scales [11], [12], [14]. More recently, using a psychophysical scaling paradigm, we have shown that distortions which disrupt global precedence have much more of an impact on the visual fidelity of images than distortions which are spatially uncorrelated with the images [15].
Model of Global Precedence: The findings in [12] and [64] provide insights into global precedence; namely, these studies suggest that for suprathreshold distortions, the contrasts of distortions should be proportioned across spatial frequency so as to preserve global precedence and thereby attempt to maintain visual fidelity. Unfortunately, there are no data which explicitly specify a precise, computational model of global precedence. Here, we propose a descriptive model based on contrast SNRs; this is an improved version of our previous model [11] developed in the context of image compression which operated based only on distortion contrast.

Let $CSNR_f^g(E)$ denote the global-precedence-preserving contrast SNR for an octave band of spatial frequencies centered at frequency $f$. We then assume the following.

1) Based on contrast detection thresholds, for low-contrast distortions $CSNR_f^g(E)$ should approach $CSNR_f^{thr}$. 
2) Based on global precedence, for increasingly suprathreshold distortions, $CSNR_f^g(E)$, corresponding to coarse scales (low $f$) should be increasingly greater than $CSNR_f^{thr}(E)$ corresponding to fine scales (high $f$).

Under these assumptions, we propose the following model for $CSNR_f^g(E)$, which represents one possible relation which meets these two criteria, and which provides a mathematically simple transition from $CSNR_f^{thr}$ to $CSNR_f^g(E)$ as the distortion contrast is increased

$$CSNR_f^g(E) = b_0(E) f^{b_2(E)} \ln(f) + v_1(E) \quad (8)$$

where the parameters $b_0(E), b_1(E),$ and $b_2(E)$ are given by

$$b_0(E) = -a_0 v(E) + a_0 \quad b_1(E) = (1.0 - a_1) v(E) + a_1 \quad b_2(E) = (-1.0 - a_2) v(E) + a_2$$

where $v(E) \in [0, 1]$ represents an index of visibility chosen such that the total RMS contrast of the distortions is $C(E)$ [see Appendix A for details on computing $v(E)$ given $C(E)$].

Together, the parameters $b_0(E), b_1(E),$ and $b_2(E)$ serve to adapt the shape of the SNR curve [based on $v(E)$] so as to satisfy the two assumptions in the above list. The model presented here is based qualitatively on the results of [12]; namely, as the distortions become increasingly suprathreshold, coarser scales should have progressively greater SNRs than finer scales. For simplicity, $b_0(E), b_1(E),$ and $b_2(E)$ were chosen to be linear functions of $v(E);$ $b_0(E)$ and $b_2(E)$ decrease with $v(E),$ and $b_1$ increases with $v(E).$ Specifically, the parameter $b_0(E) \in [0, a_0]$ affects a vertical shift in the SNR curve [see Fig. 2(a)]. At $v(E) = 0$, $b_0(E) = a_0$, which corresponds to the same vertical shift as that used for $CSNR_f^{thr}$. As $v(E)$ increases, $b_0(E)$ decreases, resulting in a downward vertical shift, which is equivalent to scaling the CSNR values (and, scaling contrast thresholds) equally across the frequency range. Consequently, the parameter $b_0(E)$ alone does not take into account global precedence. The parameter $b_2(E) \in [-1, a_2]$ effects a downward concave curvature in the CSNR curve [see Fig. 2(b)]. At $v(E) = 0$, $b_2(E) = a_2$, which corresponds to the same curvature as that used for $CSNR_f^{thr}$. As $v(E)$ increases, $b_2(E)$ decreases, resulting in progressively downward concave curvature and, thus, progressively lower CSNR values for $v > 1.15$. The parameter $b_1(E) \in [a_1, 1]$ was selected to regulate this curvature imposed by $b_2(E).$ At $v(E) = 0$, $b_1(E) = a_1$, which corresponds to the same curve as that used for $CSNR_f^{thr}$. As $v(E)$ increases, $b_1(E)$ increases, resulting in the proposed global-precedence-preserving CSNR curves depicted in Fig. 2(c). Note that these latter curves [in Fig. 2(c)] represent a compromise between decreasing all CSNR values equally [as in Fig. 2(a)] and effectively decreasing only the CSNR values for $v > 1.15$ [as in Fig. 2(b); $f = 1.15$ was the lowest spatial frequency tested in [12]]. We have found these proposed global-precedence-preserving CSNR curves to be particularly effective in image compression; in Section V, we demonstrate that this model is also effective for fidelity assessment.

Notice from Fig. 2(c) that as $v(E)$ is increased, i.e., as the distortions become increasingly suprathreshold, lower frequencies (coarser scales) have increasingly greater contrast SNRs than higher frequencies (finer scales) in order to preserve the visual integration of edges in a coarse-to-fine-scale fashion. Thus, together, the parameters $b_0(E), b_1(E),$ and $b_2(E)$ adapt the shape of the CSNR curve based on the total contrast of the distortions: for low-contrast distortions $CSNR_f^g(E) \rightarrow CSNR_f^{thr};$ in particular, (6) is a special case of (8) for $v(E) = 0$ (Assumption 1 in the above list). As $v(E) \rightarrow 1$, $CSNR_f^g(E)$ corresponding to coarser scales is increasingly greater than $CSNR_f^g(E)$ corresponding to fine scales (Assumption 2 in the above list).

It is important to note that we are in no way claiming that (8) is a complete account of global precedence; rather, it represents a first step toward incorporating global precedence into a wavelet-based metric of visual fidelity. In particular, the parameters $b_0(E), b_1(E),$ and $b_2(E)$ represent one possible way to adapt the distribution of $CSNR_f^g(E)$ across spatial frequency; the equations reported here were chosen based on their mathematical simplicity [linear functions in $v(E)$, and a parabola in log-frequency for (6)]. However, as we demonstrate in Section V, our simplified model performs quite well for a variety of commonly encountered distortions. As additional insight into global precedence and other mid- to higher-level properties of vision are made available, we expect more accurate models to be developed.

Also note that whereas $CSNR_f^g(I, E)$ given by (5) specifies the actual contrast SNRs in the distorted image, $CSNR_f^g(E)$ given by (8) specifies the contrast SNRs selected in an attempt to preserve global precedence under the constraint that the distortions are at contrast $C(E).$ Thus, for a given distortion contrast $C(E)$, (8) specifies one technique of distributing the contrast of the distortions across spatial frequency in an attempt to preserve global precedence and thereby attempt to maintain visual fidelity within the context of the simplified model presented here. (We again stress that there are many other properties of vision which must be taken into account to truly maximize visual fidelity).

The following section describes an algorithm which estimates visual fidelity based on the extent to which the actual contrast SNRs deviate from these proposed, global-precedence-preserving contrast SNRs.

IV. VSNR: Visual SNR

Based on the psychophysical results presented in the previous section, this section presents a metric, the VSNR, which quan-
estimates visual fidelity via two stages. In the first stage, contrast detection thresholds are computed as described in Section III-A. If the distortions are below the threshold of detection, the distorted image is deemed to be of perfect visual fidelity ($\text{VSNR} = \infty$), and then the algorithm terminates. If the distortions are suprathreshold, a second stage is applied which estimates visual fidelity based on a measure of perceived contrast and a measure of the extent to which the distortions disrupt global precedence.

Note that the proposed metric is limited by the fact that it does not take into account the spatial localization of distortion. Furthermore, the metric operates only on the luminance of the distortion and is, therefore, blind to chrominance distortion. See Section V-C for further limitations and possible extensions of the metric.

A. Preprocessing: Perceptual Decomposition and Viewing Conditions

To provide an approximation of the cortical decomposition performed by the HVS, an $M$-level separable discrete wavelet transform (DWT) using the 9/7 filters is performed on both $I$ and $E$ to obtain two sets of $2M + 1$ subbands: $\{s_{k}\}$ and $\{s_{E}\}$. Although the DWT is certainly not an ideal model of the decomposition performed by the HVS (cf [65]), the computational efficiency afforded by the DWT makes it particularly attractive for image analysis. Typically, $M = 5$ levels of decomposition provide a sufficient approximation; however, fewer levels may be used for smaller images. Note that the use of a separable wavelet transform limits the ability of our model to distinguish between image/distortion components oriented at $45^\circ$ and those oriented at $135^\circ$.

Viewing conditions are taken into account by modeling the pixel-value-to-luminance response characteristics of the display device, and by considering the distance from which and the spatial resolution of the device on which the images are to be viewed. Thus, the algorithm requires the parameters $b$, $k$, and $\gamma$ [see (3)], the spatial resolution of the display device, and the intended viewing distance. A vector of octave-spaced frequencies $f = [f_1, f_2, \ldots, f_M]$, in cycles/degree, is then computed based on the viewing distance and the resolution of the display via

$$f_m = 2^{-m} r v \tan \left(\frac{\pi}{180}\right)$$

$m = 1, 2, \ldots, M$, where $r$ denotes the resolution of the display in pixels per unit distance (e.g., pixels/in), and $v$ is the viewing distance expressed in the corresponding units of distance (e.g., inches); see [26] and [54].

B. Stage 1: Assess the Detectability of the Distortions

To determine whether the distortions in $I$ are visible, contrast thresholds for detection of the distortions within each band centered at $f_m$ are computed as described in Section III-A. These contrast thresholds are then compared with the actual contrasts of the distortions within the band centered at $f_m$ in the distorted image. Specifically, the following steps are performed.

1) For each $f_m$ in $f$, compute the contrast detection threshold $CT(E_{f_m} | I)$ via (7).
2) For each $f_m$ in $\mathbf{f}$, measure the actual contrast of the distortions $C(\mathbf{E}_{f_m})$ via the approximation

$$C(\mathbf{E}_{f_m}) \approx \frac{k \gamma}{2^{m_{\mu_{L_1}(b + k \mu_1)^{1-\gamma}}} \times \sqrt{\sigma^2 \mathbf{E}_{(m, LH)} + \sigma^2 \mathbf{E}_{(m, HL)} + \sigma^2 \mathbf{E}_{(m, HH)}}} \quad (10)$$

where $\sigma[\mathbf{E}_{(m, b)}]$ denotes the standard deviation of the subband of $\mathbf{E}$ at the $m$th level of decomposition with orientation $b = LH, HL, or HH$ (see Appendix of [11] for derivation).2

Due to the separability of the DWT filters, the $HH$ band can be considered to correspond to spatial frequency content centered at $\sqrt{2}f_m$. However, for simplicity, we have included the $HH$ band in (10) which our tests have revealed to yield results similar to those obtained by considering the $HH$ band to be centered at the higher spatial frequency. This rationale also applies to (13), presented later in this paper, which is used to measure the contrast of the image $I_{f_m}$. Also note that, because a major goal of our metric is computational efficiency, (10) combines $\sigma^2[\mathbf{E}_{(m, b)}]$ for all orientations ($b = LH, HL, HH$) at decomposition level $m$. Although there is no general tenet regarding how one should combine the results across orientation for natural-image stimuli, our previous results in [13], [16] using distortion of $LH$ and $HL$ subbands suggest that visual summation across orientation is reasonably well-modeled, to a first approximation, as specified by (10) when distortions are presented against natural images.

Upon completion of these steps, if $C(\mathbf{E}_{f_m}) < C(\mathbf{E}_{f_m})$, $\forall f_m \in \mathbf{f}$, the distortions are below the threshold of visual detection, $\mathbf{I}$ is visually indistinguishable from $\mathbf{I}$, and, therefore, $\mathbf{I}$ is deemed to be of perfect visual fidelity. In this case, VSNR = $\infty$, and no further analysis is required.

If the distortions are suprathreshold, a second stage (described next) is applied to compute VSNR based on the perceived contrast of the distortions and the extent to which the distortions disrupt global precedence.

C. Stage 2: Compute the Visual SNR

To compute the finite VSNR when the distortions in $\mathbf{I}$ are suprathreshold, we consider the low-level HVS property of perceived contrast, and the mid-level HVS property of global precedence described in Section III-B. These properties are take into account as follows.

1) Let $d_{pc}$ denote a measure of the perceived contrast of the distortions. As mentioned in Section III-B, for suprathreshold distortions, perceived contrast is relatively invariant with spatial frequency (contrast constancy). Accordingly, we approximate the perceived contrast of the distortions by the total RMS distortion contrast; thus

$$d_{pc} = C(\mathbf{E}) \quad (11)$$

where $C(\mathbf{E})$ is measured via (4).

2) Let $d_{gp}$ denote a measure of the extent to which global precedence has been disrupted. To quantify this effect, the contrast of the distortions within each band centered at $f_m$ is compared with the corresponding global-precedence-preserving contrast, $C^*(\mathbf{E}_{f_m})$, computed via

$$C^*(\mathbf{E}_{f_m}) = \frac{C(I_{f_m})}{\text{SNR}^2_{f_m}(\mathbf{E})} \quad (12)$$

where $\text{SNR}^2_{f_m}(\mathbf{E})$ is the global-precedence-preserving contrast SNR given by (8); and where $C(I_{f_m})$ is approximated via

$$C(I_{f_m}) \approx \frac{k \gamma}{2^{m_{\mu_{L_1}(b + k \mu_1)^{1-\gamma}}} \times \sqrt{\sigma^2 \mathbf{S}_{(m, LH)} + \sigma^2 \mathbf{S}_{(m, HL)} + \sigma^2 \mathbf{S}_{(m, HH)}}} \quad (13)$$

where $\sigma[\mathbf{S}_{(m, b)}]$ denotes the standard deviation of the subband of $\mathbf{S}$ at the $m$th level of decomposition with orientation $b = LH, HL, or HH$ (see Appendix of [11] for derivation).2 The quantity $d_{gp}$ is then computed via

$$d_{gp} = \left(\sum_{m=1}^{M} \left[ C^*(\mathbf{E}_{f_m}) - C(\mathbf{E}_{f_m}) \right]^2 \right)^{1/2} \quad (14)$$

where $C(\mathbf{E}_{f_m})$ denotes the actual contrast of the distortions within the band centered at $f_m$ computed in Stage 1. Geometrically, the quantities $d_{pc}$ and $d_{gp}$ can be interpreted as follows: Let $C(\mathbf{E}) = [C(\mathbf{E}_{f_1}), C(\mathbf{E}_{f_2}), \ldots, C(\mathbf{E}_{f_M})]$ denote a vector of actual distortion contrasts, and let $C^*(\mathbf{E}) = [C^*(\mathbf{E}_{f_1}), C^*(\mathbf{E}_{f_2}), \ldots, C^*(\mathbf{E}_{f_M})]$ denote a vector of global-precedence-preserving distortion contrasts. Thus, $C(\mathbf{E})$ and $C^*(\mathbf{E})$ can be viewed as points in an $M$-dimensional space in which each axis corresponds to distortion contrast in the band centered at $f_m$, $m = 1, 2, \ldots, M$. The quantity $d_{pc}$, which is given by the total RMS contrast of the distortions, is approximately the distance from the origin.3 The quantity $d_{gp}$ is the distance between the actual contrasts of the distorted image and the global-precedence-preserving contrasts computed for the same total RMS distortion contrast

This geometric interpretation is illustrated in Fig. 3 for $M = 2$ dimensions. The horizontal axis corresponds to the distortion contrast in $f_1$, and the vertical axis corresponds to the distortion contrast in $f_2$. The points $C(\mathbf{E})$ and $C^*(\mathbf{E})$ are denoted by open and closed circles, respectively. Note that both of these points lie on the contour of constant contrast indicated by the dotted line; i.e., they are equidistant from the origin as defined by (8). The quantity $d_{pc}$ is approximately this distance from the origin. The quantity $d_{gp}$ is the distance between the two points; thus, in general, $d_{gp} \in [0, \sqrt{2}d_{pc}]$. Note that MSE is a pixel-value-based analogue of $d_{pc}$.

2Note that one may alternatively compute $C(\mathbf{E}_{f_m})$ via (4); however, such an approach requires performing an inverse DWT to obtain a spatial-domain representation of $\mathbf{E}_{f_m}$. In practice, the approximation in (10) performs quite well. It constitutes a percent relative error $|\text{actual} - \text{approximated}|/\text{actual} \times 100\%$ of approximately 0.05% [11].

3The total RMS contrast of the distortions $C(\mathbf{E})$ is equivalent to the $L_2$-norm of the vector $C(\mathbf{E})$ if the display device has $\gamma = 1$ and if the contrast of the distortions in the $LL$ subband is zero. In practice, $C(\mathbf{E})$ is very closely approximated by $\|C(\mathbf{E})\|_2$ over the range of values of $k$, $k$, and $\gamma$ found in most display monitors.
We define visual distortion, $V D$, as the following linear combination of $d_{pc}$ and $d_{qp}$

$$VD = \alpha d_{pc} + (1 - \alpha) \frac{d_{qp}}{\sqrt{2}}$$

(15)

where the parameter $\alpha \in [0, 1]$ determines the relative contribution of each distance (see Section V); and where $d_{qp}$ is normalized by $\sqrt{2}$ so that $d_{qp}/\sqrt{2} \in [0, d_{pc}]$, and, thus, $VD \in [0, d_{pc}]$. Note that (15) includes both $d_{pc}$ and $d_{qp}$. The quantity $d_{pc}$ is needed to account for differences in perceived fidelity when two images have different total distortion contrasts, but both images have $d_{qp} = 0$. If two images have $d_{qp} = 0$, the image with the greater total distortion contrast ($d_{pc}$) will generally be rated lower in perceived fidelity (assuming the additional distortion contrast is visible). The quantity $d_{pc}$ is needed to account for this condition.

The VSNR, in decibels, is accordingly given by

$$\text{VSNR} = 10 \log_{10} \left( \frac{C^2(\mathbf{I})}{VD^2} \right) = 20 \log_{10} \left( \frac{C(\mathbf{I})}{\alpha d_{pc} + (1 - \alpha) \frac{d_{qp}}{\sqrt{2}}} \right)$$

(16)

where $C(\mathbf{I})$ denotes the RMS contrast of the original image $\mathbf{I}$ given by $C(\mathbf{I}) = \sigma_{L(\mathbf{I})}/\mu_{L(\mathbf{I})}$. Note that when global precedence is maximally disrupted for a given $C(\mathbf{E})$, at most $d_{qp} = \sqrt{2} d_{pc}$, $VD = d_{pc}$, and, thus, VSNR $= 20 \log_{10}(C(\mathbf{I})/d_{pc}) = 20 \log_{10}(C(\mathbf{I})/C(\mathbf{E}))$; in this case, the visual SNR is given by the (scaled, log) contrast SNR of $\mathbf{I}$ to $\mathbf{E}$.

D. Summary of the VSNR Metric

In summary, given an original image $\mathbf{I}$ and a distorted version of the image $\hat{\mathbf{I}}$, the VSNR metric is computed via the following steps.

1) **Preprocessing.**

   a) Compute the distortions $\mathbf{E} = \hat{\mathbf{I}} - \mathbf{I}$.
   b) Perform $M$-level DWTs of $\mathbf{I}$ and $\mathbf{E}$ to obtain subbands $\{\mathbf{s}_l\}$ and $\{\mathbf{s}_E\}$.
   c) Compute the vector of spatial frequencies $\mathbf{f}$ via (9).

2) **Stage 1: Assess the Detectability of the Distortions**

   a) For each $f_m$ in $\mathbf{f}$, compute the contrast detection threshold $C(T(\mathbf{E}_{f_m}), \mathbf{I})$ via (7).
   b) For each $f_m$ in $\mathbf{f}$, measure the actual distortion contrast $C(\mathbf{E}_{f_m})$ via (10).
   c) If $C(\mathbf{E}_{f_m}) < C(T(\mathbf{E}_{f_m}), \mathbf{I})$, $\forall m$, then VSNR $= \infty$, and then terminate.

3) **Stage 2: Compute the VSNR**

   a) Compute the perceived contrast of the distortions $d_{pc} = C(\mathbf{E})$ via (4).
   b) Compute the disruption of global precedence $d_{qp}$ via (14).
   c) Compute $\text{VSNR} = 20 \log_{10}(C(\mathbf{I})/(\alpha d_{pc} + (1 - \alpha) d_{qp}/\sqrt{2}))$.

The following section examines the performance of the VSNR metric on a variety of distortion types and natural images for which subjective fidelity ratings have been measured; the section also discusses the computational and memory requirements, and limitations and extensions of the metric.

V. RESULTS AND ANALYSIS

In this section, the performance of the VSNR metric is analyzed in terms of its ability to predict fidelity in a manner that agrees with subjective ratings, and in terms of its computational and memory requirements. To assess its predictive performance, the VSNR metric was applied to images from the LIVE image database [66] for which subjective ratings are available. For comparison, these same sets of images were analyzed by using the following metrics: 1) PSNR; 2) WSNR, a weighted SNR in which the original and distorted images were filtered.
by the CSF specified in [27], [67] (see [48] and [68] for additional details and code, respectively); 3) Universal Quality Index (UQI) of Wang et al. [69]; 4) Noise Quality Measure (NQM) of Damera-Venkata et al. [48]; 5) SSIM metric of Wang et al. [4]; 6) VIF metric of Sheikh et al. [43].

For all images, the VSNR metric was computed using Eq. (4) and assuming sRGB display characteristics [70], a display resolution of 96 pixels/in, and a viewing distance of 19.1 in (approximately 3.5 picture heights); these parameters provide a reasonable approximation of typical viewing conditions. For an sRGB display monitor, the pixel-value-to-luminance parameters are $b = 0$, $k = 0.02874$, and $\gamma = 2.2$; and, a display resolution of 96 pixels/in and a viewing distance of 19.1 in yields spatial frequencies $f = [1, 2, 4, 8, 16]$ cycles/degree for a five-level DWT. The WSNR and NQM metrics were computed by using this same display resolution and viewing distance. The PSNR was computed directly via (2). The SSIM metric was computed on filtered and downsampled versions of the images where the downsampling factor (typically four) was chosen based on the height of each image as described at [71]. The UQI and VIF metrics were applied using their default implementations provided at [72] and [73], respectively.

A. Performance in Predicting Visual Fidelity

The LIVE image database represents the largest collection of readily available distorted images for which subjective ratings of perceived distortion have been measured [66]. The database consists of 29 original 24-bits/pixel color images, and 779 distorted images. Five types of distortions were tested: 1) JPEG-2000 compression, 2) JPEG compression, 3) Gaussian white noise; 4) Gaussian blurring, and 5) Rayleigh-distributed bit-stream errors of a JPEG-2000 compressed stream. Further details of the LIVE database are described in [43].

The seven metrics, PSNR, WSNR, UQI [69], NQM [48], SSIM [4], VIF [43], and VSNR, were applied to grayscale versions of the images which were obtained via a pixel-wise transformation of

$$I = 0.2989R + 0.5870G + 0.1140B,$$

where $I$, $R$, $G$, and $B$ denote the 8-bit grayscale, red, green, and blue intensities, respectively. For each metric, a logistic function of the form

$$f(x) = \frac{T_1 - T_2}{1 + e^{-x/T_4}} + T_2$$

(17)

was fitted to the data via a Nelder–Mead search [75] to obtain the parameters $T_1$, $T_2$, $T_3$, and $T_4$ which minimized the sum-squared error between the transformed metric outputs $\{f(x)\}$ and the corresponding subjective ratings. The proposed VSNR metric is generally competitive with the other metrics in terms of prediction accuracy on the LIVE database. Fig. 4 depicts graphs of subjective ratings of perceived distortion plotted against the transformed metric outputs, and Fig. 5 depicts separate fits of the VSNR metric to results for each of the five distortion types. Clearly, for these images, the VIF metric outperforms the other metrics. However, because images containing different distortion types were tested in separate experiments, the subjective ratings for different distortion types are not directly comparable; the results listed for the LIVE database taken as a whole (all 779 images) are provided only for [76]. The correlation coefficients, RMS errors, and rank-order correlation coefficients are listed in Table I; these data were computed and are listed both for the database as a whole (779 images) and for the images containing each of the separate distortion types.

---

4Although the correct perceptual contributions of perceived contrast and disruption of global precedence is an area of further investigation (e.g., see [15] and [45]), we have found $\alpha = 0.04$ to provide reasonable fits to subjective rating data.
To assess the statistical significance of each metric’s performance relative to the other metrics, an F-test was performed on the prediction errors [74]. Specifically, if the prediction errors (residuals) are assumed to be distributed according to a Gaussian distribution, an F-test can be used to assess whether the residuals from two metrics correspond to the same population and can, thus, be used to determine if one metric has significantly larger residuals (greater prediction error) than another metric (see [74] and [77]). Let $\sigma_A^2$ and $\sigma_B^2$ denote the variance of the residuals from metrics $A$ and $B$, respectively. The $F$ statistic is given by $F = \frac{\sigma_A^2}{\sigma_B^2}$. Values of $F > F_{\text{critical}}$ (or $F < 1/F_{\text{critical}}$) signify that, at a given confidence level, metric $A$ has significantly larger (or smaller) residuals than metric $B$, where $F_{\text{critical}}$ is computed based on the number of residuals and the confidence level.

The lower half of Table I lists the $F$ statistic resulting from an $F$-test performed on the residuals from each metric versus the residuals from VSNR. Also listed in Table I is the sample skewness and kurtosis of each metric’s residuals, which can be used to gauge the Gaussianity of the residuals (the Gaussian distribution has a skewness of zero and a kurtosis of 3; commonly, kurtosis values between 2–4 are deemed Gaussian [74], though see [78] for a more formal test using the JB statistic). Values of $F > F_{\text{critical}}$ (or $F < 1/F_{\text{critical}}$), which are shown in boldface, signify that with 99% confidence the metric has significantly larger (or smaller) residuals than VSNR on the corresponding set of images. Thus, in terms of statistical significance, the VSNR metric generally outperforms PSNR, WSNR, UQI, and NQM, is competitive with SSIM for all but the Rayleigh-distributed bit-stream errors, and is competitive with VIF for images containing JPEG-2000, JPEG, and white noise distortions.

B. Computational Complexity and Memory Requirements

Two primary concerns which often dictate the use of a particular visual fidelity metric over another are the computational requirements and the memory requirements of the metric. In both of these regards, the proposed VSNR metric is competitive with previous approaches.

1) Computational Complexity: The VSNR metric has relatively low computational complexity. Using a basic C++ implementation, the metric requires for a 512 × 512 image approximately 0.7 s on a 2.5-GHz Intel Celeron machine. The two steps which require the bulk of computation are: 1) performing DWTs of the original image $I$ and distortions $E$ and 2) computing the variances of the subbands [for use with (10) and (13)] and the RMS contrasts of $I$ and $E$. However, these steps too are readily computed: As mentioned in Section IV-A, the subbands are obtained via a separable DWT using the 9/7 filters, for which efficient, lifting-based implementations are available; see also [79] (the source code for the VSNR metric, available at [83], provides a lifting-based DWT implementation). In addition, because the subbands are critically sampled, and, thus, the total number of DWT coefficients is equivalent to the number of pixels, computing the variances of each of the subbands requires approximately the same number of operations as computing the variance of the image’s pixels. Furthermore, the RMS contrasts of $I$ and $E$ can be efficiently computed via a lookup table which maps pixel values to luminances (see [83]).

2) Memory Requirements: The VSNR metric also has low memory requirements. For $N$-pixel 8-bits/pixel images $I$ and $\hat{I}$, in the worst-case scenario in which all data are loaded concurrently, the metric requires approximately $12N$ bytes: $2N$ bytes to hold $I$ and $\hat{I}$, $2N$ bytes to hold a signed representation of $E$, an additional $8N$ bytes to hold the (floating point) subbands of these images $\{s_I\}$ and $\{s_E\}$ (and a negligible amount of memory to hold the computed scalar quantities and the pixel-value-to-luminance lookup table). However, in practice, $\hat{I}$ is required only long enough to compute $E$; and $I$ and $E$ can be analyzed separately, which requires at most $2N$ bytes at any given time. In addition, only one subband of $\{s_I\}$ or $\{s_E\}$ is needed at any given time (to compute the variance of that subband), which requires at most $(1/4) \times 4N = N$ bytes (assuming the subband is from the first level of decomposition in which each band contains $(1/4)N$ coefficients). Thus, an efficient implementation would require at most approximately $2N$ bytes at any given time (e.g., 512 KB for a 512 × 512 image).

Fig. 5. Subjective ratings of perceived distortion for images of the LIVE [66] database plotted against transformed VSNR fitted separately for each distortion type. In all graphs, the vertical axis denotes perceived distortion (difference mean opinion score) as reported by subjects. The horizontal axes correspond to VSNRs transformed via (17) fitted separately for each distortion type.
C. Limitations and Extensions of the VSNR Metric

As with most algorithms which rely on models of human vision, there are limitations of the proposed VSNR metric. A primary shortcoming is that the metric is limited to grayscale images and is, therefore, blind to color-only errors. An extension of the VSNR metric might, therefore, include an additional stage which accounts for perceived distortion due to degradations in color (e.g., distances in S-CIELAB space [80]). Another limitation of the VSNR metric is its lack of spatial localization; rather, VSNR is measured for full-sized images and is, therefore, of limited utility for applications which require spatially localized measures of fidelity. Indeed, block-based or tree-structured variants of VSNR are certainly areas which warrant further investigation (see [56] for a spatially localized variant of the masking model). The VSNR metric is also sensitive to geometric distortions such as spatial shifting and rotations, transformations which are well known to have little effect on visual fidelity. A recent extension of the SSIM metric has shown complex wavelets to be useful in this regard [81]; a similar approach might also be used as an extension of VSNR.

Perhaps the most noteworthy limitation of the VSNR metric is that it is ultimately a measure of visual fidelity, and not a measure of visual quality [82]; thus, when is visually indistinguishable from , VSNR. However, it is well known that the visual quality of an image can be improved by various means, e.g., via sharpening or contrast enhancement. Moreover, we have recently shown that adding noise to a structurally distorted image tends to increase visual quality, despite the overall increase in distortion contrast [15]. Additional psychophysical research might facilitate future extensions of VSNR and other metrics to incorporate these types of percepts and, therefore, allow an absolute measure of visual quality.

### Table I

<table>
<thead>
<tr>
<th>Measure</th>
<th>Metric</th>
<th>All</th>
<th>JPEG-2000</th>
<th>JPEG</th>
<th>White Noise</th>
<th>Blurring</th>
<th>JP2 Bit Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td>PSNR</td>
<td>0.825</td>
<td>0.896</td>
<td>0.860</td>
<td>0.986</td>
<td>0.784</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>WSNR</td>
<td>0.862</td>
<td>0.896</td>
<td>0.899</td>
<td>0.970</td>
<td>0.859</td>
<td>0.912</td>
</tr>
<tr>
<td></td>
<td>UQI</td>
<td>0.855</td>
<td>0.842</td>
<td>0.844</td>
<td>0.936</td>
<td>0.945</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>NQM</td>
<td>0.869</td>
<td>0.926</td>
<td>0.909</td>
<td>0.986</td>
<td>0.903</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.903</td>
<td>0.956</td>
<td>0.943</td>
<td>0.970</td>
<td>0.945</td>
<td>0.948</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>0.950</td>
<td>0.957</td>
<td>0.923</td>
<td>0.982</td>
<td>0.975</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td>VSNR</td>
<td>0.889</td>
<td>0.953</td>
<td>0.943</td>
<td>0.978</td>
<td>0.934</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td>UQI</td>
<td>8.379</td>
<td>8.838</td>
<td>8.687</td>
<td>5.691</td>
<td>5.208</td>
<td>5.523</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>6.946</td>
<td>4.797</td>
<td>5.399</td>
<td>3.954</td>
<td>5.232</td>
<td>5.325</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>5.042</td>
<td>4.735</td>
<td>6.183</td>
<td>3.067</td>
<td>3.552</td>
<td>4.564</td>
</tr>
<tr>
<td></td>
<td>VSNR</td>
<td>7.390</td>
<td>4.963</td>
<td>5.399</td>
<td>3.399</td>
<td>5.692</td>
<td>7.193</td>
</tr>
<tr>
<td>Rank Order Correlation Coefficient</td>
<td>PSNR</td>
<td>0.820</td>
<td>0.889</td>
<td>0.841</td>
<td>0.985</td>
<td>0.781</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>WSNR</td>
<td>0.863</td>
<td>0.893</td>
<td>0.877</td>
<td>0.968</td>
<td>0.861</td>
<td>0.915</td>
</tr>
<tr>
<td></td>
<td>UQI</td>
<td>0.854</td>
<td>0.840</td>
<td>0.821</td>
<td>0.909</td>
<td>0.938</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>NQM</td>
<td>0.872</td>
<td>0.919</td>
<td>0.880</td>
<td>0.984</td>
<td>0.874</td>
<td>0.802</td>
</tr>
<tr>
<td></td>
<td>SSIM</td>
<td>0.900</td>
<td>0.952</td>
<td>0.911</td>
<td>0.969</td>
<td>0.951</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>0.953</td>
<td>0.953</td>
<td>0.913</td>
<td>0.985</td>
<td>0.973</td>
<td>0.965</td>
</tr>
<tr>
<td></td>
<td>VSNR</td>
<td>0.889</td>
<td>0.946</td>
<td>0.908</td>
<td>0.979</td>
<td>0.941</td>
<td>0.906</td>
</tr>
</tbody>
</table>
| \[
F_{\text{critical}} \]
| — | 1.182 | 1.434 | 1.425 | 1.476 | 1.476 | 1.476 |
| \[
1/F_{\text{critical}} \]
| — | 0.846 | 0.697 | 0.702 | 0.677 | 0.677 | 0.677 |
| F Statistic | PSNR | 1.525 | 2.153 | 2.337 | 0.645 | 3.030 | 1.099 |
| | WSNR | 1.229 | 1.710 | 1.470 | 1.391 | 1.431 | 0.886 |
| | UQI | 1.286 | 3.172 | 2.589 | 2.805 | 0.837 | 0.590 |
| | NQM | 1.172 | 1.551 | 1.563 | 0.635 | 1.456 | 1.720 |
| | SSIM | 0.884 | 0.934 | 1.000 | 1.354 | 0.845 | 0.548 |
| | VIF | 0.467 | 0.922 | 1.327 | 0.826 | 0.395 | 0.408 |
| | VSNR | 1 | 1 | 1 | 1 | 1 | 1 |
| Skewness / Kurtosis | PSNR | -0.101 | 2.66 | 0.30 | 3.22 | 0.15 | 3.41 | -0.11 | 2.96 | -0.30 | 2.84 | -0.05 | 3.08 |
| | WSNR | -0.21 | 3.36 | -0.16 | 2.99 | -0.70 | 3.51 | 0.00 | 2.23 | -0.32 | 3.04 | 0.39 | 3.46 |
| | UQI | 0.06 | 3.62 | 0.60 | 3.91 | 0.01 | 3.64 | 0.10 | 2.70 | 0.13 | 3.09 | 0.60 | 5.25 |
| | NQM | 0.04 | 4.26 | 0.14 | 2.91 | -0.47 | 3.90 | 0.34 | 3.25 | -0.17 | 2.59 | 0.73 | 3.64 |
| | SSIM | 0.04 | 3.42 | -0.12 | 2.97 | -0.62 | 4.65 | -0.06 | 2.14 | 0.10 | 2.92 | 0.00 | 2.86 |
| | VIF | -0.97 | 4.64 | -0.36 | 2.93 | -1.28 | 4.64 | -0.12 | 2.71 | 0.17 | 2.62 | -0.48 | 3.24 |
| | VSNR | -0.21 | 3.45 | 0.08 | 3.94 | -0.92 | 5.47 | -0.25 | 3.25 | -0.19 | 3.36 | 0.22 | 3.46 |
VI. CONCLUSION

This paper presented a visual SNR for quantifying the visual fidelity of natural images. Via a two-stage approach, the proposed VSNR metric operates based on both low-level and mid-level properties of human vision. In the first stage, the visual detectability of the distortions is determined via wavelet-based models of visual masking and visual summation. If the distortions are below the threshold of detection, the distorted image is deemed to be of perfect visual fidelity (VSNR = \infty), and then the algorithm terminates. If the distortions are visible (suprathreshold), a second stage is applied in which the low-level property of perceived contrast and the mid-level property of global precedence are considered. These HVS properties are modeled as Euclidean distances in distortion-contrast space (in the context of a wavelet-based decomposition), and VSNR is determined based on the ratio of the original image’s RMS contrast to the weighted sum of these two distances. The VSNR metric: 1) performs competitively with other visual fidelity metrics, 2) is efficient both in terms of computational complexity and in terms of memory requirements, and 3) operates based on physical luminances and visual angle and can therefore accommodate different viewing conditions.

The source code for the VSNR metric (in both C++ and MATLAB), along with preliminary comparisons with subjective ratings on other images, are available at http://foulard.ece.cornell.edu/dmc27/vsnr/vsnr.html [83].

APPENDIX A

COMPUTING $v(E)$ FROM $C(E)$

Let $I$ denote an original and distorted image, respectively; and let $E \triangleq \hat{I} - I$ denote the distortions contained within $\hat{I}$. Let $C(E)$ denote the total RMS distortion contrast, and let $\mathbf{f} = [f_1, f_2, \ldots, f_M]$ denote a vector of octave-spaced frequencies in cycles/degree. The goal is to compute $v(E)$ such that the resulting $CSNR_{f_1}^k(E), CSNR_{f_2}^k(E), \ldots, CSNR_{f_M}^k(E)$ [computed via (8)] give rise to a total distortion contrast of $C(E)$. The following bisection search procedure is employed for this task.

1) Let $v_{0k} = 0$ and $v_{hk} = 1$.
2) Compute $v = (1/2)(v_{0k} + v_{hk})$.
3) Compute $CSNR_{f_1}^k, CSNR_{f_2}^k, \ldots, CSNR_{f_M}^k$ by using (8) and $v$ from Step 2.
4) Compute $\hat{C} = (\sum_{m=1}^{M} C(I_{f_m})/CSNR_{f_m}^k)^{1/2}$.
5) If $\hat{C} - C(E)$ is sufficiently small [e.g., within 1% of $C(E)$], then exit.
6) If $\hat{C} - C(E) > 0$ (i.e., $v$ is too large), then let $v_{hk} = v$, and then go to Step 2.
7) If $\hat{C} - C(E) < 0$ (i.e., $v$ is too small), then let $v_{0k} = v$, and then go to Step 2.

This procedure typically converges in less than 10 iterations. When using a tolerance in Step 4 of $|\hat{C} - C(E)| < 0.01C(E)$, as used to generate the results reported in Section V, the typical number of required iterations is 2–8.
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