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Abstract

This article concerns the problem of managing the new generation of Agile Earth Observing Satellites (AEOS). This kind of satellites is presently studied by the French Centre National d’Études Spatiales (PLEIADES project). The mission of an Earth Observing Satellite is to acquire images of specified areas on the Earth surface, in response to observation requests from customers. Whereas non-agile satellites such as SPOT5 have only one degree of freedom for acquiring images, the new generation satellites have three, giving opportunities for a more efficient use of the satellite imaging capabilities. Counterwise to this advantage, the selection and scheduling of observations becomes significantly more difficult, due to the larger search space for potential solutions. Hence, selecting and scheduling observations of agile satellites is a highly combinatorial problem. This article sets out the overall problem and analyses its difficulties. Then it presents different methods which have been investigated in order to solve a simplified version of the complete problem: a greedy algorithm, a dynamic programming algorithm, a constraint programming approach and a local search method.
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1. Introduction

The mission of an Earth Observing Satellite (EOS) is to acquire images of specified areas on the Earth surface, in response to observation requests from customers.

The current generation of EOS, like those belonging to the SPOT system of satellites,1 have only one degree of freedom, provided by a mobile mirror in front of each observation instrument. The mirror, operated on the roll axis, is only moved during transitions between images, and remains fixed during an image acquisition. An image is produced by the movement of the satellite on its track. There is only one possible azimuth for imaging: the one parallel to the track of the satellite. The starting time of any candidate image is fixed: it is the exact time at which the satellite flights over the beginning of the area to be acquired. Consequently, the order between any candidate image cannot change, and compatibilities between images can be pre-computed. The problem to be solved is only a selection problem, and not a true scheduling problem.

The new generation of EOS, like those studied in the French PLEIADES project, are Agile Earth Observing Satellites (AEOS). This means that, while the unique on-board instrument is not mobile and remains fixed on the satellite, the whole satellite is mobile on the three axes (roll, pitch and yaw), thanks to its Attitude and Orbit Control System, thus allowing manoeuvrability for image acquisitions as well as for transitions between images. The advantages provided by these new agility capabilities are the following: there is a potentially infinite number of ways of acquiring a given area on the Earth surface, since the azimuth and the starting time of the image acquisition are now free (within given limits). These two additional degrees of freedom (starting times and azimuths of imaging) give rise to a potentially better efficiency of the whole system. On the other hand, the selection and scheduling of observations for an AEOS becomes significantly more difficult, because the search space is considerably larger.

This article reports a study on the mission management of these AEOS. The Section 2 states the overall problem. After a reminder on heliosynchronous satellites, and agile
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satellites, the general selection and scheduling problem is loosely described, and its difficulties are pointed out. Then we show how the overall problem was simplified and cast into a simpler problem named the AEOS Track Selection and Scheduling Problem, in order to be actually solved.

Even this simplified problem is highly combinatorial. The Section 3 presents four different approaches to the resolution of the Track Selection and Scheduling Problem, and then compares the results obtained with these approaches.

Finally, we will state our conclusions and present directions for future work.

2. The problem

2.1. Managing observations of an AEOS: the full problem

2.1.1. General operation of an Earth Observing Satellite

An Earth Observing Satellite is operated by an Image Programming and Processing Center, which collects observation requests from customers and distributors, builds daily the imaging workload of the satellite, receives back the data associated with acquired images, processes and evaluates them, and finally sends back the results to the customers (see Fig. 1).

A request generally involves several contiguous images (this will be explained later). Due to the large number of requests concerning some zones, in general all of these requests cannot be satisfied on one day. Choices have to be made between observations covering the requests. Accordingly, the overall problem consists of selecting, for each period of time (typically a day), a feasible sequence of images that will be acquired by the satellite over the period (see Fig. 3), with the objective of providing maximum satisfaction to the customers.

2.1.2. A heliosynchronous, polar, circular and phased orbit

In order to achieve repetitive observations under comparable light conditions, whichever area is observed and whatever the observation day is, the orbit of the satellite must be heliosynchronous, that is, it must display a constant angle with the direction of the Sun. A heliosynchronous orbit is nearly a polar orbit. This allows the satellite to take advantage of the Earth rotation to cover potentially the whole Earth surface. A circular orbit is chosen, in order to maintain a constant altitude of the satellite. Finally, the orbit is phased: the satellite, after a cycle of a fixed number of revolutions, goes back exactly to its previous positions with respect to Earth.

2.1.3. Acquisition of images

As stated in the introduction, on an AEOS, the imaging instrument (a telescope) is not mobile and is fixed to the satellite, but the whole satellite can move on all axes, hence the name “agile”.

The telescope concentrates the light from the Earth on an array of aligned photo-diodes, thus enabling the acquisition of a landscape line in a single stroke. The combined movements of the satellite on its three axes (roll, pitch and yaw) and on its orbit, allow the formation of an image as a sequence of contiguous lines of pixels (see the Fig. 2). To facilitate their processing, images are constrained to be strips of rectangular shape (see Figs. 3 and 4). The width of a strip depends on the design of the instrument; as an...
acceptable simplification, it will be considered constant for all strips. On the other hand, the length of a strip is not fixed and may vary, up to a given limit. The acquisition speed is made constant over the strip, hence the duration of an image is directly proportional to the length of the strip.

2.1.4. From requests to images

An observation request concerns some specified area on the Earth surface. An area can have one out of two shapes:

- a spot (a small circular area, the radius of which is less than 10 km)
- a large polygonal area; the length of a polygonal area ranges from 20 to 100 km.

Each observation request must be analyzed and transformed into a set of strips covering the request. A spot can be covered by a single strip, while a polygonal area may require several contiguous strips to be completely imaged. Actually, strips are not required to be parallel, but this feature simplifies the pre and post-processing of images (see Fig. 4). The process of cutting-up polygonal areas into contiguous strips is controlled by two parameters: a direction (angle in the range 0 to 180 degrees between the strip axis and the South) and an offset (distance between a chosen point of the polygon and the lateral side of the last strip). Although the agility of the satellite allows any azimuth for the strip axis, in this study, a constant direction is chosen for all strips of all areas. This will be explained and justified in Section 2.2.1. The offset is such that the non-productive strip surface is minimized.

It should be noticed that once a direction is chosen, a given strip can be imaged in either two opposite azimuths (an azimuth ranges from 0 to 360 degrees). So, two potential images are associated with each strip, and only one of them has to be acquired in order to acquire the strip.

2.1.5. Customers requests

The input data of the general AEOS selection and scheduling problem is the current set of observation requests from the customers. This set evolves continuously, with the addition of new coming requests, and with the withdrawal of requests which have been (possibly partially) satisfied or which are out of date. Each request is associated with the following data:

- a geometrical description of the area to be imaged on the Earth surface. This description includes the location and the shape of the area (spot or polygon)
- a validity period, outside of which the request has no utility, usually given in days (for example: from 10.03.2002 to 30.06.2002)
- a set of angular constraints, (range of the possible angular aims) for imaging the request (for example a request may require an angular aim not greater than 30° in pitch and 45° in roll from the vertical axis)
- whether or not the request is stereoscopic. If this is the case, selected strips will have to be imaged twice during the same over-flight, with specified angular constraints, and using the same azimuth. This amounts to duplicate strips issued from stereoscopic requests
- a weight reflecting the importance of the request. This weight can be seen as the price that will be paid by the customer if the request is completely satisfied.

2.1.6. Time constraints and transition manoeuvres

Orbital parameters of the satellite allow us to compute for each image, from its validity period and angular constraints, a set of available time windows for acquiring the image. As previously stated, an image acquisition requires a duration directly proportional to the length of the corresponding strip. On the other hand, the attitude change between two consecutive images is not instantaneous and requires a transition manoeuvre. Satellite kinematics allows us to compute for each pair of images a minimum duration of a transition manoeuvre. This minimum duration does not only depend on the location and the azimuth of the images themselves, but depends also on the precise instant time of the beginning of the transition manoeuvre (which is also the end of the first image acquisition).

Computing this minimum duration can be expressed as finding the first instant that gives a zero or positive value to a function depending only on the second image beginning time. The angular constraints can be converted in an allowed time interval. However, physical reasons lead to a large discontinuity of the minimum duration function, difficult to handle numerically in several meaningful cases.
This numerical problem leads to a time consuming algorithm which does not even cover actually all the discontinuity configurations. For solving selection and scheduling problem instances, where computation time is critical, an approximated tabulation technique was used (see Section 2.2.1).

2.1.7. Memory and energy constraints

Acquired images are stored on board until they can be downloaded towards a ground station. The available memory on board is limited and this can have an impact on the selection and scheduling process. Energy on board is a limited resource as well, but this limitation would be rarely reached. Memory and energy constraints have not been taken into account in this study. It is only planned to check that produced sequences satisfy these constraints, and if needed, to locally modify these sequences in order to meet them.

2.1.8. Meteorological uncertainties

An acquired image is not necessarily a satisfactory one, due to possible bad climatic conditions. Clouds preclude the good quality of images. Thus, a request (more precisely a set of images covering the request) may have to be selected several times, until it becomes acquired with satisfying climatic conditions. The selection and scheduling process can benefit from short term weather forecasts, in the following way: suppose that two equally weighted areas A1 and A2 can be acquired during the same time window, but not both of them; if we know that A1 will probably benefit from better weather conditions than A2, of course the acquisition of A1 must be favoured. Long term weather forecasts can also be used, for example to compute the expected number of times an area must be imaged before having a complete quality satisfaction. Section 2.2.1 points to a simplified but rational way of taking into account this uncertainty.

2.1.9. The quality criterion to be maximized

Although other criteria could be meaningful, the chosen quality criterion to be maximized is based on the sum of the weights of the satisfied requests (standard utility criterion). However, a difficulty arises from the fact that a request may be only partially covered by satisfactory images. What will be the reward for such partially covered areas? A simple policy is to choose, for each request, a reward proportional to the acquired surface. The corresponding criterion is named the linear quality criterion. This policy has the drawback to easily let many requests only partially covered (because algorithms tend to choose the longest, most rewarding images, and to neglect others). The Programming Center would like to favour the ending of acquisition of the almost acquired requests, before beginning new ones. This preference constraint can be taken into account by a modified quality criterion: we maximize the sum of partial rewards obtained on each request. The partial reward obtained on a request is a convex function of the acquired surface, instead of a linear one (see Fig. 6). This criterion is named the non-linear quality criterion. Both criteria are mathematically stated in Section 2.2.2.

As said before, the selection and scheduling problem consists of selecting daily the sequence of images that will be taken by the satellite over the next day. Let us call this short period of time (a day) the scheduling horizon. However, the selection process should maximize the quality criterion over a long period of time (for example one month or one year). Let us name this longer period of time the optimization horizon. Therefore, the sequence of computed schedules over the successive (short) scheduling horizons must maximize the sum of the expected partial rewards obtained over the (long) optimization horizon.
2.2. The Track Selection and Scheduling Problem: a simplification of the full problem

The previous section showed that the overall problem is both difficult to model (that is, to cast into a mathematically stated problem) and to solve. Modeling is a necessary step before solving, and it is common to say that modeling is simplifying. But simplifications are also needed to overcome the combinatorial nature of the problem, combined with the difficulties due to the sources of uncertainties. This section details which simplifications have been done to the full problem in order to be able to actually solve it.

2.2.1. Simplifying the full problem

Tracks as scheduling and optimization horizons. For the purpose of this work, we can define a track as an enlightened half-revolution of the satellite. The main simplification of the full problem is to process track by track, therefore taking the track as the scheduling horizon as well as the optimization horizon. Hence the name of AEOS Track Selection and Scheduling Problem for the simplified problem.

This simplification leads to sub-optimal solutions, because it does not take into account the fact that most of the images have several other opportunities after the current track, depending on the validity period associated with each request. However, the negative effects of this short term optimization horizon, as well as the effects of the meteorological uncertainties can be partially corrected by the modification of the weights of requests. Images having the smallest number of remaining feasible opportunities and the highest realization likelihood (good meteorological forecast for the next track) must be favoured in some way. A rational way of combining three criteria (the original weight, the number of remaining opportunities, the weather forecast) into a working weight is given in [20]. It is based on a mathematical approach drawn from the Markov Decision Process framework.

Geometry and transition manoeuvres. The cutting up of areas in strips is pre-computed, using a single direction for all requests of the same track. Fig. 4 displays the cutting up of a polygonal area, resulting in a set of contiguous parallel strips.

The choice of a constant direction is motivated by a main reason: changing the azimuth between two images is very costly in term of transition times, as showed by the results displayed in Fig. 5. Optimizing the cutting up of each polygon separately (so as to obtain the less possible number of strips for each one, or a minimum sum of the strips lengths) is likely to increase the duration of transition manoeuvres, and so to decrease the available productive time for proper imaging.

Choosing a single and constant direction for the cutting up of areas in strips appears to be an important restriction to the satellite capabilities, since the satellite agility is then partially unused. Actually, the satellite agility is still used (thus making a difference with non-agile satellites):

- the cutting up direction is maintained constant for a given track, but it can be freely chosen
- it can be changed between tracks, or even between two groups of images of the same track separated by a large gap, since in this case transition times are not a constraint
- once the direction is fixed (that is, an angle in the range 0 to 180 degrees), two opposite azimuths can still be used for imaging.

As said before (Section 2.1), transition times actually depend on the starting time of the transition. They may vary by a factor of 10% depending on the starting time, for a typical forward transition of 100 km. We decided to simplify and approximate these transition times by a constant mean duration time depending only on the two images to be joined (and not on the starting time of the transition). The model is therefore much simpler: with this simplification, checking that a given sequence of images satisfy the time constraints (visibility and manoeuvre) can be done in linear time. However, each produced solution schedule is checked afterward, using the true transition times. If the produced schedule does not pass the check, approximated transition times are majored and the schedule is computed again.

The choice of a constant cutting up direction has an interesting side effect: we said before that minimum transition times are very costly to compute. Choosing a constant direction allows for a pre-computation of a table of transition times of a reasonable size. This table is exploited later by interpolation, before each track processing, in order to obtain an approximation of the minimum transition times between each pair of candidate images of the processed track.

2.2.2. Mathematical statement of the AEOS Track Selection and Scheduling Problem

The input of a Track Selection and Scheduling Problem instance will be a set of candidate strips, from the current set of requests, that could be acquired on the track to be processed (request validity period and image visibility constraints satisfied).

As we have already noticed, a strip can be acquired using two opposite azimuths, as a result of the agility of the satellite. So, with each candidate strip are associated two possible candidate images. Only one image out of both has to be taken to acquire the corresponding strip.

The problem is to select, from the set of candidate strips, a feasible sequence of images, maximizing the quality criterion. Here, “feasible” means that the sequence must respect time constraints (visibility and angular constraints, duration of transition manoeuvres). In order to state these constraints more precisely, we need some precise notations.
Input data. Let \( R \) be the set of requests which could be at least partially scheduled on the track. For each \( r \in R \), let \( W_r \) be its weight and \( A_r \) its surface area.

Let \( I \) be the set of candidate images of the track to be processed, obtained from \( R \) by the geometric cutting up pre-processing mentioned above. For each candidate image \( i \in I \), we can compute from the given track parameters and visibility constraints:

- \( E_i \): its earliest starting time;
- \( L_i \): its latest starting time;
- \( D_i \): its duration, strictly positive;
- \( A_i \): its productive surface area.

We can also compute, for each possible pair of images \((i, j)\), a quantity \( M_{ij} \), strictly positive, which is a minimum of the transition duration from the end of \( i \) to the beginning of \( j \). If a transition from \( i \) to \( j \) is not possible, a default very large value will be given.

Let \( B \) be the set of pairs of images \((i, j)\) such that \( i \) and \( j \) are images from the same strip (opposite azimuths). Notice that \(|B| = 2 \times |I|\).

Finally, let \( S \) be the set of pairs of corresponding stereoscopic images. The proportion of stereoscopic images is then \( 2 \times |S|/|I| = |S|/|B|\).

Decision variables. In this statement, three sets of decision variables are used: one for the selected set of images, one other to give the order of the selected images in the resulting sequence, and the last one for the starting times of image acquisitions.

Let \( x_i \), \( i \in I \), be 1 if the image \( i \) is selected, and 0 otherwise. Let \( f_{ij} \), \( i, j \in I \), be 1 if \( i \) is followed by \( j \) in the selected sequence, 0 otherwise. Let \( t_i \) be the starting time of the acquisition of the image \( i \), if selected.

Constraints. Here are the constraints which define feasible sequences:

\[
\begin{align*}
\forall i \in I: & \quad (x_i = 1) \Rightarrow (E_i \leq t_i \leq L_i) \quad (1) \\
\forall i, j \in I: & \quad (f_{ij} = 1) \Rightarrow (t_i + D_i + M_{ij} \leq t_j) \quad (2) \\
\forall (i, j) \in B: & \quad x_i + x_j \leq 1 \quad (3) \\
\forall (i, j) \in S: & \quad x_i = x_j. \quad (4)
\end{align*}
\]

The constraints (2) and (3) are time constraints (respect of time windows and transition times, respectively). The constraint (4) states that we need only one image per strip, and (5) enforces constraints on stereoscopic images. The constraint (1) expresses that the values of the decision variables \( x_i \) and \( f_{ij} \), \( i, j \in I \), must represent an (oriented) simple path of selected images. It could be replaced by the following constraints:

\[
\forall i \in I^+: \quad \sum_{j \in I^+} f_{ij} = \sum_{j \in I^+} f_{ji} = x_i \quad (6)
\]

\( x_0 = 1 \)

with \( I^+ = I \cup \{o\} \), where \( o \) is a fictive image which begins and ends the sequence of selected images (with no time and no visibility constraints). The constraint (6) expresses that if an image is selected, there is an unique selected image preceding it, and an unique selected image following it. If an image is not selected, it has no preceding and no following selected image.\(^2\)

Quality criteria. Two distinct quality criteria (to be maximized) will be considered. The linear criterion is

\[
Q = \sum_{i \in I} W_i x_i
\]

with \( W_i = W_r A_i / A_r \), where \( r \) is the request the image \( i \) belongs to. The non-linear criterion, allowing us to favour the termination of polygons, is

\[
Q = \sum_{r \in R} W_r P(x_r)
\]

where \( P \) is the partial reward function introduced in Section 2.1 (see Fig. 6) and \( x_r \) is the acquired fraction of the surface of the request \( r \), defined as

\[
x_r = \sum_{i \in r} A_i / A_r \cdot x_i
\]

It can be easily checked that both criteria are equivalent when the \( P \) function is linear (\( P(x) = x \)).

Complexity of the problem. It can be shown that, despite the simplifications, the AEOS Track Selection and Scheduling Problem is NP-hard, which means that in practice, any algorithm solving this problem to optimality may need a computation time growing exponentially with the size of the instance to be solved [7]. In other words, this problem is highly combinatorial. As a matter of fact, it amounts to search for a longest path in a directed graph with additional constraints. The vertices of the graph are the candidate images. There is a directed edge from an image to another if and only if a transition is possible from one image to the other. Notice that this graph can have cycles. Edges are labelled by two quantities: first, the corresponding transition time; second, a length which is the weight of the image corresponding to the origin of the edge. A time window and a duration are associated to each node. Additional constraints are just time constraints (2) in the above model, plus band and stereo constraints (4) and (5).

Numerical data. To better understand the nature of this combinatorial problem, we give in this paragraph some numerical data. The period of the satellite is 5850 seconds

\(^2\) Notice that the classical subtour elimination constraints (see for example [13, p. 25]) are not required here because time constraints already prevent subtours.
The article [8] presents a problem, named the Space Mission problem (SM), which amounts to select and schedule a set of jobs on a single machine, among a set of candidate jobs. Each candidate job is associated with a fixed duration, a given time window and a weight. The aim is to select a feasible sequence of jobs maximizing the sum of weights. The SM problem is NP-hard. It is very close to our restricted AEOS Track Selection and Scheduling Problem. Actually, it is equivalent to the statement given in Section 2.2.2 with the following simplifications:

- null transitions times;
- no strip constraints (4);
- no stereoscopic constraints (5);
- a linear quality criterion.

Several interesting greedy algorithms and an optimal algorithm for solving the SM problem are proposed. They all suppose a discretization of time. The optimal algorithm is based on a Dynamic Programming scheme. Upper bound formulations are presented, based on a preemptive relaxation (a job can be fragmented) and on a lagrangean relaxation. The proposed algorithms are tested on 30 randomly generated instances with up to 200 candidate jobs.

The selection and scheduling problem for the SPOT5 satellite was partially stated in the introduction. It is a non-agile satellite with only one moving axis (rolling). A consequence of this lack of manoeuvrability is that the starting time of each candidate image is fixed. This feature would result in a very simple (polynomial) problem if there were only one imaging instrument on board, but there are 3 instruments. Nevertheless, it is possible to pre-compute binary and ternary hard constraints which model the compatibilities between candidate images. Each candidate picture is given a weight, and the problem is to find a feasible subset of the candidate images maximising the sum of weights. This optimisation problem is NP-hard, and can be formulated in the general Valued Constraint Satisfaction Problem model [16]. The article [2] fully describes the problem, and proposes some instances, to serve as a benchmark. Some results with dedicated exact and approximate methods are given in [3] and [22]. The column generation technique [5] has been used to compute upper bounds on the benchmark instances. Best and very good results on these instances have been obtained by Vasquez and Hao [18] using a dedicated Tabu Search algorithm. These last authors recently obtained very good upper bounds for these instances, by way of an original partition method [19], assessing the quality of their previous results. Notice that for some instances the optimum value of the quality criterion is still not known.

A new problem arises when the satellite is exploited by several entities. In this case, the objective is not only to give a maximal satisfaction to each entity, but also to enforce a kind of fairness constraint on selections. This share problem has been stated and studied in [14].

The work presented in [6] concerns a problem of selection and scheduling for a kind of semi-agile satellite, the agility of which is halfway between SPOT5 and PLEIADES. The differences with our AEOS problem are the following:

- the criterion to be maximized is the number of selected images (images are not weighted);
- the satellite is weakly mobile on two axes (pitch and roll), but remains fixed during an image acquisition; so, there is only one possible azimuth for an acquisition (parallel to the satellite motion);
- the satellite kinematics do not allow for a given strip to be acquired twice during the same track (contrary to agile satellites);
- there are no stereoscopic requests, hence no corresponding constraints.

Two related problems are stated. In the first one, named the Maximum Shot Sequencing Problem (MSP), the aim is to select and schedule a set of images over several consecutive tracks (a given image can be acquired from two or more tracks), so several possible disjoint time windows are given for each image. In the second problem, named the Maximum Shot Orbit Sequencing Problem (MSOP), only one track is processed, so a single time window is associated to each candidate image (as in our problem). MSOP and MSP also are NP-hard. Several algorithms are proposed for solving these problems, based on graph-theoretic concepts. In a first approach, time is discretized. Constraints given by the satellite kinematics are such that MSOP amounts to a longest path problem (in a way similar to our DP approach). With time discretization, MSP amounts to find a maximal independent set in an incompatibility graph, and can be solved by an approximate algorithm based on a near-optimal partition into cliques. Due to the nature of the criterion, an interesting upper bound is available. Exact and approximate
algorithms are also presented for solving the continuous time model, to solve both MSP and MSOP. The exact algorithm is a branch-and-bound with graph-based heuristics and bounds. The approximate one is a kind of greedy algorithm also based upon graph properties. Experiments are conducted on a set of randomly generated instances, allowing to assess the proposed algorithms against upper bounds, and to measure the impact of the discretization. The results show the good quality of the proposed approximate algorithms.

The article [9] describes a scheduling problem involving a satellite equipped with a radar instrument, very agile on the pitch axis (thanks to an electronic scan) but slow on the roll axis. Only one azimuth is available for acquiring images. This problem is equivalent to the SM problem [8] with transition times. The authors describe a partial enumeration algorithm for this problem and give preliminary results for randomly generated instances.

The work reported in [23], in the context of the NASA’s Earth Observing System domain, describes the so-called Window-Constrained Packing problem (WPC). It differs from the previously presented ones by the fact that the evaluation function (the return for selecting an observation) is a priority-weighted sum of observation durations under “suitability functions”. In other words, observations have non fixed durations (ranging between a maximum and a minimum), and preference is given to higher priority observations, with longer durations, and best placed inside their time-window. There are no transition times between observations. This problem is similar to the SM problem [8], with a particular quality function, depending on starting times of observations. The authors present three approximate algorithms for solving the WPC problem. The first one is a fast but not very accurate greedy algorithm. The second one, similar to the first, but including some look ahead, is a little slower but much more accurate. The last one, a genetic algorithm, outperforms others but has expensive computation times. These algorithms have been tested on randomly generated instances. Actually the WPC problem is a short term simplified version of the real scheduling problem. The article investigates the mid-term and long term associated scheduling problems and their connections, as well as different objective functions.

3. Solving the AEOS Track Selection and Scheduling Problem

First, it should be noticed that the mathematical statement given above defines a Mixed Integer Programming problem, and as such is amenable to solving with specialized tools. Unfortunately, this way does not seem to give interesting results in practice. A reason could be the poor quality of cutting-plane bounds provided by this 0-1 variable model.\(^3\)

Another more general reason is the difficulty to infer orders between candidate images, due to the large time windows for the starting times. This probably also explain the disappointing behavior of complete methods on this problem. Four other directions have been investigated for solving the AEOS Track Selection and Scheduling Problem. Two of them, a Greedy Algorithm (GA) and Dynamic Programming Algorithm (DPA), are restricted to the linear quality criterion and do not take into account the stereoscopic constraint (numbered 5 in the above statement). The last two, a Constraint Programming Approach (CPA) and a Local Search Algorithm (LSA), have no restrictions and solve the problem with all constraints.

3.1. A Greedy Algorithm (GA)

This was our first designed algorithm. The aim was to obtain a fast but reasonably clever algorithm, stating a milestone for future algorithms.

The idea of the algorithm is to build progressively a sequence of images from the beginning of the track until its end. At each step, the selected image \(i\) is such that

- \(i\) can immediately follow the last selected image (respecting visibility and transition constraints), and the corresponding strip has not already been imaged in the beginning of the sequence;
- \(i\) maximizes the criterion \(W_i + E(i)\), where \(E(i)\) is an estimate of the value (sum of the weights) of the best possible sequence following \(i\), if \(i\) is selected. Let \(\hat{Q}\) be an estimate of the optimal value on the whole track. \(E(i)\) is defined as

\[
E(i) = \hat{Q} \times \rho(T_i), \quad \text{with} \quad \rho(t) = \frac{t_{\text{max}} - t}{t_{\text{max}} - t_{\text{min}}}
\]

where \(T_i\) is the earliest possible ending time of image \(i\) considering the images already selected. \(t_{\text{min}}\) is the first possible time for beginning images on the track, and \(t_{\text{max}}\) the last possible one.

The justification for the expression of \(E(i)\) is the following: it assumes that the value of the best possible sequence following \(i\) is proportional to the remaining time from the end of \(i\) to the end of the track. Of course, this assumption is only a rough approximation. Notice the similarity of this algorithm with a dynamic programming scheme.

In practice, \(\hat{Q}\) is initially set to the sum of the weights of the candidate images, and the algorithm is run once, giving a first estimate of the optimal value on the whole track. Then, this estimate is used as a new value for \(\hat{Q}\), and the algorithm is run again. This process is iterated 10 times, keeping the best produced schedule.

This sequential version of the Greedy Algorithm is not well adapted to instances involving stereoscopic requests, because they induce coupling constraints between pairs of non-consecutive images, that are difficult to take into

\(^3\) We thank Michel Vasquez for this possible explanation.
account efficiently by a purely sequential process. Let us try to be more precise. A straightforward way of introducing a pair of stereoscopic images into the schedule is the following: if the first image is selected, then the second one is introduced too, as an immediate successor. However, as both images must be sufficiently separated (in order to meet stereoscopic conditions) the time interval between the acquisition of these images is rather large (about 60 seconds) and this would allow for at least one intermediate image to be included in between. It could be the first image of another stereoscopic pair. So, if we decide to include possible intermediate images, then the algorithm must be different and it will depart strongly from its simple original form. If we decide not to include intermediate images, then the algorithm will be clearly sub-optimal. This is why this simple sequence-based greedy algorithm is not adapted to instances involving stereoscopic requests.

3.2. A Dynamic Programming Algorithm (DPA)

This algorithm originates from the following question: is there a modification of the problem which

- makes the problem solvable by a polynomial algorithm;
- has a low impact on the quality criterion?

The answer to this question is positive, at least if we consider only the linear criterion and if we ignore the constraint (5) on stereoscopic requests. We will make these assumptions in this section.

Each instance of the AEOS Track Selection and Scheduling Problem can be represented by a directed graph, in which the vertices are the pairs \((i,t)\) where \(i\) is a candidate image, and \(t\) its possible starting times, and the directed edges represent the possible transitions between vertices (visibility and transition constraints satisfied). With each edge, we associate the weight \(W_i\) of the image corresponding to the origin of the edge. Time must be discretized in order to keep a finite graph. It should be noticed that this time-labelled graph is circuit-free. An optimal solution is just a longest path beginning by image \(i\) and \(t\) if and only if there is an edge in the graph from \((i,t)\) to \((i',t')\), meaning that the visibility and transition constraints holding on \(i,t,i',t'\) are satisfied.

The Dynamic Programming algorithm is just an optimized way to compute the function \(v^*\) for all possible \((i,t)\). In particular, the algorithm takes advantage of the following monotonicity property:

\[\forall i, t, t': t < t' \Rightarrow v^*(i, t) \geq v^*(i, t')\]

which states that starting later cannot improve the value of the criterion.

Fig. 7 gives the pseudo-code of the Dynamic Programming algorithm. The notations and data structures used by this algorithm are as follows (refer to the Section 2.2.2 for already defined notations).

- an image \(i\) is denoted by an integer ranging from 0 to \(|I| - 1 = 2 \times |B| - 1\);
- the integer variable \(d\) denotes a possible starting time for an image, relative to the beginning of the temporal window for the image: if \(t\) is an absolute starting time for \(i\), then \(t = E_i + d\);
- \(T_i = L_i + 1 - E_i\) is the number of possible starting times for the image \(i\). This number of course depends on the time discretization;
- \(g[i, d]\) is the local optimal value of the quality criterion for a partial schedule beginning by image \(i\) if \(i\) is started at relative time \(d\). At the end of the calculation, we have \(g[i, d] = v^*(i, E_i + d)\) with the above notations;
- \(inext[i, d]\) is the image which follows the image \(i\) in a local optimal schedule beginning by image \(i\) if \(i\) is started at relative time \(d\);
- \(dnext[i, d]\) is the relative starting time of \(inext[i, d]\). This array is used at the end of the computation to recover an optimal sequence of images;
- \(g^*\) is the optimal value of the quality criterion.

The constraint (4) of the model (Section 2.2.2) stating that only one image per strip is required, is implicitly satisfied by the way the images are enumerated inside the nested loops of the algorithm.
DPA()
Sort the set of strips \( B \) by position order
for \( b \leftarrow |B| - 1 \) downto 0 / / \( b \) is the strip index
for \( k \leftarrow 0 \) to 1 / / opposite azimuths for the strip \( b \)
\( i \leftarrow 2b + k \) / / \( i \) is the image index
for \( d \leftarrow T_i \) downto 0
if \( d = T_i - 1 \) then
\( g[i,d] \leftarrow W_i \)
\( \text{next}[i,d] \leftarrow -1 \) / / marks the last image of a schedule
else
\( g[i,d] \leftarrow g[i,d+1] \)
\( \text{next}[i,d] \leftarrow \text{next}[i,d+1] \)
\( \text{dnext}[i,d] \leftarrow \text{dnext}[i,d+1] \)
for \( b' \leftarrow b+1 \) to \(|B| - 1\)
for \( i' \leftarrow 0 \) to 1
\( t' \leftarrow 2b' + k' \)
\( \text{update}(i,d,i') \)
/ / Recovering an optimal schedule
\( g^* \leftarrow 0 \)
for \( i \leftarrow 0 \) to \(|B| - 1\)
if \( T_i \neq 0 \) and \( g^* < g[i,0] \) then
\( g^* \leftarrow g[i,0] \)
\( i^* \leftarrow i \) / / first image of an optimal schedule
\( \text{update}(i,d,i') = \)
\( t' \leftarrow E_i + d + D_i + M_i \)
if \( t' > L_i \) then return / / too late for image \( i' \)
\( d' \leftarrow i' - E_i \)
if \( d' < 0 \) then
if \( L_i = 0 \) then return / / no visibility for image \( i' \)
\( d' \leftarrow 0 \) / / first possible relative starting time for \( i' \)
if \( g[i',d'] + W_i > g[i,d] \) then
/ / it is better to follow \( i \) by \( i' \)
\( g[i,d] \leftarrow g[i',d'] + W_i \)
\( \text{next}[i,d] \leftarrow i' \)
\( \text{dnext}[i,d] \leftarrow d' \)
Fig. 7. Pseudo-code of the Dynamic Programming algorithm.

The algorithmic complexity of this algorithm is clearly \( O(|B|^2 \cdot \max_i T_i) \), in which \( \max_i T_i \) is proportional to the inverse of the time discretization interval.

In the actual implementation, the expression \( t' \leftarrow E_i + d + D_i + M_i \) is replaced by \( t' \leftarrow d + EDM_{i'} \). The quantities \( EDM_{i'} \) are pre-computed and discretized as a whole in order to minimize discretization errors.

We discuss now briefly the impact of the non-linear criterion and the stereoscopic requests on this Dynamic Programming algorithm. These are difficult to take into account because they need to include into each state \((i,t)\) a part of the history (the path in the graph by which each state is reached). A straightforward adaptation of the previous algorithm would require memory resources growing exponentially with the number of stereoscopic requests, resulting in an impracticable algorithm. A more clever adaptation is needed.

3.3. A Constraint Programming Approach (CPA)

Constraint Programming is a generic technique for modeling and solving combinatorial problems. See for example [11,12,15]. It is now reaching a mature state. We have tried to use this existing framework and its associated algorithms to solve the Track Selection and Scheduling Problem.

We chose the OPL language and framework [17], because of its elegance and simplicity. With OPL (Optimization Programming Language), one describes a model of a problem: data, decision variables, constraints and optimization criterion. A solver is associated with the language. It searches through the search space described by the model, trying to find optimal solutions, in an ordered and systematic way. The underlying algorithms are said to be complete, which means that they offer the guarantee to find an optimal solution, provided they are given enough resolution time. The constraint programming approach is very flexible. It allowed us to easily take into account all operational constraints (non-linear quality criterion as well as stereoscopic requests).

Nevertheless, some care must be taken when building the model, so that it can be solved in practice. In our problem, in order to keep a practicable size for the search space, a key idea is to solve the problem using several successive resolutions: in each resolution, we search for an optimal sequence of a fixed length. Several resolutions are launched with increasing lengths, until inconsistency, in order to find an overall optimal sequence.

The solver must be guided in the search space, in order to find good solutions as quickly as possible. OPL provides some ways to do it. In particular, we can state which decision variables have to be instantiated first. This greatly helps the solver.

The above mentioned techniques are not sufficient to solve models in a reasonable amount of time. A way to control the combinatorial explosion is to cut down the search space by adding constraints. These constraints may be redundant, that is induced by others. In this case we keep the possibility to find an optimal solution. If added constraints are not redundant, then the optimality is no more guaranteed, but yet can be approached when the additional constraints are justified by some heuristics. In our case, the following heuristics have been used to add constraints to the model:

- for large instances, the candidate images are limited to those having a chance to be part of a good solution: we eliminate images having very small weights;
- in a good solution, the order in which images appear in the sequence, more or less obeys the order in which images are flown over by the satellite; this means that we can constrain each candidate image to appear only in a given sub-sequence of the whole sequence (for example, an image which belongs to the middle of the track is constrained to belong to the middle of the sequence if it is selected);
- following the same idea, an optimal sequence will seldom include a "backtrack", that is a transition between two images going in the opposite movement of the satellite, even if the agility of the satellite permits it; so we add a constraint, not forbidding backtracks, but limiting them in range;
taking advantage of the multi-pass resolution process explained above, successive resolutions are conducted in increasing order of the sequence length, and we force the optimal sequence computed in a resolution to be a subset of the solution sequence of the next resolution.

The use of these additional constraints of course removes the guarantee of finding optimal solutions. But associated with a clever way to limit the computation time at each step, the enriched model enables us to solve most instances of the problem, in a reasonable amount of time, with acceptable quality results.

3.4. A Local Search Algorithm (LSA)

Local search (see for example [1]) is a well-known general technique for solving highly combinatorial problems, including EOS selection and scheduling problems [18,23]. When faced with a very large search space, as this can be found in our application, local search is often a valuable alternative. It includes methods like Descent Search, Tabu Search, Simulated Annealing, Genetic Algorithms . . . These methods are in essence incomplete, meaning that they cannot give any proof of optimality of the solutions generated, and no information about the quality of the obtained solutions.

We have adapted the principles of local search to the AEOS Track Selection and Scheduling Problem in the following ways. A current feasible solution sequence of images is maintained. A better solution is searched for in the neighbourhood. A neighbouring solution is obtained either by

- inserting a new image in the current sequence, accepting the insertion if the new sequence is feasible;
- or by removing an image from the current sequence.

The key points in local search algorithms are:

- the use of heuristics in order to guide the search towards good regions of the search space;
- a well tuned level of randomness: too much randomness prevents the heuristics to be efficiently followed, and not enough randomness tends to restrict the search to a deterministic walk.

The following tunings seem to give good results in our application:

- insertion or removal is decided randomly but nonuniformly, according to a probability which evolves during the search: a successful insertion increases the probability of future insertions, and conversely, a failure in an insertion decreases this probability;
- a new image to be inserted is randomly but nonuniformly selected, among those currently not selected, with a probability proportional to the weight of the image;
- the place where to insert a new image is uniformly randomly chosen.

Figs. 8–10 give the detailed pseudo-code of the Local Search Algorithm. The notations used are the following.

3.4.1. Parameters of the local search

- \( n_t \): number of tries;
- \( n_m \): number of movements (insertion or removal of an image) per try;
- \( \alpha \in [0, 1] \): evolution factor for the probability of insertion \( p_a \) in case of success of insertion;
- \( \beta \in [0, 1] \): evolution factor for the probability of insertion \( p_a \) in case of failure of insertion.

All these parameters are constant during a search. They determine the global behavior of the algorithm.

3.4.2. Global variables

- \( SI \): the current sequence of selected images;
- \( NSB \): the current set of non selected strips;
- \( p_a \): probability that the next movement is an insertion;
- \( currentValue \): value of the quality criterion for \( SI \);
- \( bestSI \): best sequence \( SI \) found so far;
- \( bestValue \): value of the quality criterion for \( bestSI \).

With each image \( i \) are associated two variables:

- \( e_i \): the earliest starting time for \( i \) within \( SI \);
- \( l_i \): the latest starting time for \( i \) within \( SI \).

Notice that these times can be different from \( E_i \) and \( L_i \) because of the propagation of temporal constraints inside the sequence \( SI \).

The main procedure LSA (Fig. 8) is merely a loop performing \( n_t \) tries. The ONE TRY procedure starts from an empty sequence \( SI \). The choice between an insertion movement (INSERTIONMOVE) or a removal movement (REMOVALMOVE) is decided randomly, depending on the probability \( p_a \). INSERTIONMOVE returns True if the insertion succeeds, False otherwise. As said above, the probability \( p_a \) of a future insertion evolves according to the success of the insertion.

INSERTIONMOVE first selects randomly a strip \( b \) among the set of non selected strips \( NSB \). The probability of selecting a given strip is proportional to the weight of the corresponding images. Then an azimuth is randomly chosen among the two possible opposite azimuths, resulting in an image \( i \), candidate for insertion into \( SI \). A set of possible positions \( P \) for this insertion is returned by POSSIBLEPOSITIONS. The insertion position \( p \) is chosen randomly in \( P \). Then, if the image \( i \) has a corresponding stereoscopic image, the insertion of the latter is tried. If it fails, previous state of \( SI \) and \( NSB \) is restored.
LSA()
    bestValue ← 0; n ← 1
    while n ≤ n0
        OneTry()
        n ← n + 1
    OneTry()
    NSB ← COPY(B); SI ← Ø; p0 ← 1; j ← 1
    while (j ≤ n0) and (NSB ≠ Ø)
        if RANDOM(0, 1) ≤ p0 then
            if INSERTIONMOVE() then // success : p0 is increased
                p0 ← min(1, p0/α)
                if currentValue > bestValue then
                    bestValue ← currentValue; bestSI ← SI
                else // failure : p0 is decreased
                    p0 ← p0 · β
            else
                REMOVALMOVE()
                j ← j + 1
            INSERTIONMOVE()
            k ← RANDOMSTRIP()
            i ← RANDOMAXISMUT(k)
            if P = Ø then return False
            p ← RANDOMPOSITION(P)
            ADDTOCURRENTSEQUENCE(i, p)
            if i has a corresponding stereo image then
                i’ ← stereo image corresponding to i
                P’ ← POSSIBLEPOSITIONS(i’)
            if P’ = Ø then
                REMOVEFROMCURRENTSEQUENCE(i)
                return False
            else
                P’ ← RANDOMPOSITION(P’)
            ADDTOCURRENTSEQUENCE(i’, p’)
            update currentValue
            return True
        REMOVALMOVE()
        if SI = Ø then return
        i ← RANDOMIMAGE()
        REMOVEFROMCURRENTSEQUENCE(i)
        if i has a corresponding stereo image then
            i’ ← stereo image corresponding to i
        REMOVEFROMCURRENTSEQUENCE(i’)

Fig. 8. Local Search Algorithm: main procedures.

REMOVALMOVE selects randomly an image among the sequence SI for removal. The probability of selection of an image is inversely proportional to its weight. If needed, the corresponding stereographic image is removed too.

POSSIBLEPOSITIONS, Fig. 9, computes the set of possible positions for the insertion of the image i in SI. Possible insertion positions are numbered from 0 to s, where s is the length of the sequence SI.

ADDTOCURRENTSEQUENCE, Fig. 10, calls PROPAGATION for a complete propagation of temporal constraints. PROPAGATION first computes earliest starting times ei for each image in the sequence using an upward loop, then latest starting times li using a downward loop. The next loop checks the consistency of these temporary starting intervals. It is worth noticing that it is just a verification, since PROP-

PossibelPositions(i)
    s ← |SI|
    if s = 0 then return {0}
    P ← Ø
    // is it possible to insert i at the beginning of SI ?
    j ← SI[0] // first image of SI
    if Ei + Di + Mj ≤ lj then add 0 to P
    // is it possible to insert i inside SI ?
    for p ← 1 to s - 1
        j ← SI[p]
        k ← SI[p + 1]
        ei ← max(Ei, ek + Di + Mj)
        lj ← min(Lj, jk - Di - Mj) // latest starting time for i
        // is it possible to insert i between k and j ?
        if ej ≤ lj then add p to P
        // is it possible to insert i at the end of SI ?
        j ← SI[s - 1] // last image of SI
        if ej + Di + Mj = Li then add s to P
    return P

Fig. 9. Local Search Algorithm: search for possible insertion positions.

ADDTOCURRENTSEQUENCE(i, p)
    insert i in SI at position p
    update NSB : remove the strip of i from NSB
    PROPAGATION()

REMOVEFROMCURRENTSEQUENCE(i)
    remove i from SI
    add the strip of i to NSB
    PROPAGATION()

PROPAGATION()
    s ← |SI|
    if s = 0 then return
    // compute earliest starting times
    j ← SI[0]; ej ← Ei // first image of SI
    for p ← 1 to s - 1
        i ← SI[p - 1]
        j ← SI[p]
        ej ← max(Ei, ek + Di + Mj)
        // compute latest starting times
        j ← SI[s - 1]; lj ← Lj // last image of SI
    for p ← s - 2 downto 0
        j ← SI[p]
        k ← SI[p + 1]
        lj ← min(Lj, jk - Di - Mj) // check consistency of starting times
        for each i ≤ SI
            if ei > li then error

Fig. 10. Local Search Algorithm: adding and removing a given image to/from the current sequence, and full propagation of temporal constraints.

AGATION is always called either for an insertion in a position previously checked by POSSIBLEPOSITIONS, or for a removal. This procedure has room for possible improvements but we let it in this form for simplicity.

An irritating drawback of local search methods is their non-determinism: each execution results in a different solution. To get an idea of the performance of a local search algorithm, it is a common practice to compute a quality pro-

4 For example, propagation loops need only to start from the insertion or removal position, as all ei and li do not have to be recomputed.
file, such as the one presented in Fig. 11. It gives the average, standard deviation and maximum value of the quality criterion obtained after a given CPU elapsed time, over 100 different resolutions of a large instance. In our case, it can be seen that a steady average and maximum quality is obtained after 1 minute of CPU time. For this instance, average values are within 15% of the maximum, and standard deviations are rather small.

3.5. Comparisons of methods and algorithms

3.5.1. Performance comparisons

We compared the performances of the four presented methods, by running them on six representative instances of the AEOS Track Selection and Scheduling Problem. These instances are extracted from a set of artificial instances, built by the organism which will be the interface with clients, foreseeing the requests to such a system over the 2005 horizon. A first experiment was conducted, involving the four presented methods, but restricted to the linear quality criterion, and processing stereoscopic requests as if they were unrelated (that is, by removing the constraint labeled (5) in Section 2.2.2). Results are presented in Table 1, middle part. DPA always shows the best ratings, despite the restriction to a predefined order of images (which other algorithms have not). Moreover, the algorithm is rather fast. GA is also very fast, but is not so efficient. CPA gives disappointing results.

Unfortunately, the two best algorithms of the previous experiment are not able to solve the problem with all operational constraints. A second experiment was conducted only with methods which are able to take into account all operational constraints (non-linear quality criterion and stereoscopic constraint). The results, obtained in the same conditions as before, are displayed in Table 1, lower part. It shows that LSA always gives the best results.

3.5.2. Other comparisons

Apart from performances, methods have also to be compared on other grounds, namely simplicity and ease of understanding, flexibility (i.e., ease of change), quickness to bring into play.

The Greedy Algorithm and the Dynamic Programming Algorithm belongs to the same family of algorithms (GA could be considered as a weakened Dynamic Programming).
They give solutions of good quality in a short computation time, but as they are, they stumble over the problem of taking into account constraints that connect distant states (non-linear criterion, stereoscopic requests).

Constraint Programming is the easiest method to bring into play. A great flexibility is permitted in the way models can be built. Potentially any kind of constraints can be expressed. Robustness is also a quality of the approach, allowing the model to evolve easily by local modifications. These qualities are particularly useful in real-world applications. On the other hand, mastering the combinatorial explosion can be a challenging task. Models must be necessarily tuned for an efficient search. Some support tools are provided for help, but they can be difficult to use.

Local search is easy to understand, and basic local search algorithms are simple enough to implement. The method is also able to take into account potentially any constraint. However, less flexibility is available since constraints have to be wired into the code. Last, exploiting local search can be rather frustrating, due to the inherent non-determinism of the method, and to the difficulty of tuning the numerous search parameters.

4. Conclusions

In this article, we described the general problem of managing the new generation of agile Earth Observing Satellites, and a way to cast it in a simpler problem: the AEOS Track Selection and Scheduling Problem. Even this simplified problem remains computationally hard. Four quite different methods have been investigated in order to solve it: a fast Greedy Algorithm, a Dynamic Programming Algorithm, a method based on the existing Constraint Programming framework, and a Local Search Algorithm, based on insertion and removal of images in a sequence. The last two methods were able to take into account all specific operational constraints of our real-world problem, in particular stereoscopic requests. Each one has its own advantages. To summarize, the Constraint Programming Approach is very flexible, while the Local Search Algorithm gives better performance. However, adaptations of the Greedy Algorithm and of the Dynamic Programming Algorithm to the resolution of the full problem should be also investigated, as well as weakened versions of Branch-and-Bound algorithms, such as Limited Discrepancy Search [10].

Other schemes for local search should also be investigated, as there is probably room for improvements in this direction too.

The future of this work concerns the extension of this kind of methods towards the better resolution of the general selection and scheduling problem, taking into account the preview of arrival of future requests and weather forecast more accurately, as well as a multi-track version of the problem.

Other interesting investigations include generalizations of the described problem

- taking into account capacity constraints (memory and energy consumptions) and data dump opportunities;
- involving several satellites devoted to the same observing mission;
- using selection processes operating jointly at different horizons of time (mid-term and long-term scheduling);
- aiming to replace the daily computed selection and scheduling, by a probably more efficient reactive and continuous planning [21].
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