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Abstract

Background and Objective: Feature reduction is an essential stage in computer aided breast cancer diagnosis systems. Multilayer neural networks can be trained to extract relevant features by encoding high-dimensional data into low-dimensional codes. Optimizing traditional auto-encoders works well only if the initial weights are close to a proper solution. They are also trained to only reduce the mean squared reconstruction error (MRE) between the encoder inputs and the decoder outputs, but do not address the classification error. The goal of the current work is to test the hypothesis that extending traditional auto-encoders (which only minimize reconstruction error) to multi-objective optimization for finding Pareto-optimal solutions provides more discriminative features that will improve classification performance when compared to single-objective and other multi-objective approaches (i.e. scalarized and sequential).

Methods: In this paper, we introduce a novel multi-objective optimization of deep auto-encoder networks, in which the auto-encoder optimizes two objectives: MRE and mean classification error (MCE) for Pareto-optimal solutions, rather than just MRE. These two objectives are optimized simultaneously by a non-dominated sorting genetic algorithm.
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Results: We tested our method on 949 X-ray mammograms categorized into 12 classes. The results show that the features identified by the proposed algorithm allow a classification accuracy of up to 98.45%, demonstrating favourable accuracy over the results of state-of-the-art methods reported in the literature.

Conclusions: We conclude that adding the classification objective to the traditional auto-encoder objective and optimizing for finding Pareto-optimal solutions, using evolutionary multi-objective optimization, results in producing more discriminative features.
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1. Introduction

Although mammography is an effective modality for early breast cancer detection and diagnosis, on mammographic examinations, 10-30% of cancerous/noncancerous lesions may be misinterpreted. To overcome this, computer aided diagnosis (CADx) systems have been developed. The accuracy of CADx for x-ray breast mammography still requires improvements to be useable as a flawless guide (an alert system flagging potential misclassification to the human operator) for radiologists or an independent clinical interpreter. Recently, CADx systems have been developed to help radiologists classify suspicious lesions, e.g., labeling the lesion according to the Breast Imaging Reporting And Data System (BI-RADS) assessment categories. In order to build a classification system, a large number of features can be calculated from mammograms, but using high-dimensional features with relatively few training samples can lead to the classifier over-fitting to the training data. This can degrade the predictive model performance as well as having a high computational cost. Since features in mammograms can be noisy and/or highly correlated with each other, feature transformation and reduction is often used to extract relevant features with high discriminatory power from a large number of potential candidate features.
Related mammography classification works. Mohanty et al. [7] designed an association rule mining based mammogram classification procedure to classify the extracted and hypothetically selected gray level co-occurrence matrix (GLCM) features. This method requires an accurate set of association rules between the features and labels to be defined. The high number of features required for breast cancer diagnosis makes defining these rules a difficult task, which may results in a large number of irrelevant associations. In one of the most recent works, Bria et al. [8] proposed a classification system based on a cascade boosting classifier. The authors defined 145 features to describe the micro-calcifications but only discriminated between 2 classes, which are insufficient to address the variety of BI-RADS classes. Oliver et al. [9] designed a CAD system using PCA and Bayesian combination of kNN and C4.5 classifiers. This was tested on 184 selected views (all with at least one mass) from a private digital mammographic dataset. They proved that considering density information influences the performance of CAD systems for the detection of breast masses. Without considering breast density information they obtained a 92% accuracy, while by taking density information into account, they achieved an accuracy of 94%. Subshini et al. [10] selected 43 mammograms from the MIAS database and preprocessed them to remove the pectoral muscle and radiopaque artifacts. Next, they extracted statistical features e.g., entropy, uniformity, standard deviation and others from the filtered images for breast characterization. Then, using a SVM classifier they classified the data into three classes of breast density achieving an accuracy of 95.44%. Verma et al. [11] selected 200 ROIs from the DDSM dataset and extracted several features like mass margin, density, patient age, mass shape, subtlety value, and abnormality assessment rank. They proposed to classify the ROIs into two classes of benign and malignant with a soft-clustered direct learning algorithm. An accuracy of 97% was obtained by their proposed method. CAD was applied to standard mammograms from 127 cases in Sadaf et al. [12]. The authors analyzed the CAD sensitivity under 10 classes based on mode of presentation, breast density, lesion size, lesion type, and histopathology. Their overall CAD sensitivity was 91% (115 of 127 cases).
Deserno et al. [13] used 2,796 patches and defined 12 classes based on BI-RADS assessment categories, BI-RADS tissue density classes, and type of lesion. For feature extraction they applied PCA, 2DPCA, and SVM. Finally, they tested a SVM with three different kernels as a classifier. The best result observed was 80% using 2DPCA feature extraction and a SVM with a Gaussian kernel.

1.1. From Shallow to Deep Learning Dimensionality Reduction

A significant amount of research has focused on shallow learning approaches such as support vector machines (SVM) [14], principal component analysis (PCA) [15], and linear discriminant analysis (LDA) [16]. Although SVMs are relatively easy to optimize and have good performance for feature transformation/reduction on continuous balanced data, even with advanced kernels, they do not perform well on imbalanced data which results in producing sub-optimal solutions [17]. Similar to PCA, the linearity and the underlying Gaussian assumption of LDA renders the LDA projections incapable of discriminating complex nonlinear data with non-Gaussian distributions. In 2006, the situation was changed by Hinton et al.’s revolutionary research on deep belief networks [18] along with work by Bengio et al. [19] and Poultney et al. [20]. This sparked a significant research effort into deep learning focused on solving the problems of training multiple layers in deep networks and improving initialization.

To address this, several optimizations were proposed e.g., unsupervised greedy layer-wise pre-training of each layer [21], stochastic gradient descent methods, limited memory BFGS (L-BFGS) and conjugate gradient [22]. In recent years, deep learning strategies have been significantly improved. For a more detailed review on deep learning the reader is referred to [23–25].

1.1.1. Auto-encoders

Auto-encoders (AEs) encode high-dimensional input data into low-dimensional output codes and then recover the original data from the codes. Bengio et al., motivated the use of restricted Boltzmann machines (RBMs) as pre-training for AEs to build a deep structure [23]. To improve reconstruction fidelity, regular-
ization of AEs was proposed. This can be divided into three models: sparse auto-encoders (SAEs), denoising auto-encoders (DAEs), and contractive auto-encoders (CAEs). SAEs were introduced by Ranzato et al. [26] and inspired by Bengio et al.’s stacked AEs [27]. Sparsity of the representation could be obtained either by penalizing the hidden unit biases or by direct penalization of the hidden unit outputs. However, this penalty bias can potentially cause the weights to compensate for the bias, which weakens numerical optimization [24]. Vincent et al. [28] proposed DAE to modify the learning procedure from only reconstructing the raw data to reconstructing the corrupted (noisy) version of the data. These auto-encoders are optimized to, first, encode the noisy input data and second, recover the original input. A stacked denoising AE (SdAE) is constructed by stacking layers of DAEs. They utilize an additional layer to minimize the classification error, however, this is done sequentially not simultaneously [29]. CAEs [30] are an extension of DAEs, as they add a contractive penalty to the reconstruction error function, which penalizes attributes sensitivity to input variations. The fundamental weakness of the CAEs penalty is that it only considers the minuscule variations of input [24]. This was partially improved in [31], but not fully addressed.

**Related multi-objective (semi-supervised) autoencoders.** In the following paragraphs we focus on detailing the most relevant works. AEs have traditionally been used to perform unsupervised (i.e. without considering the classification task at hand) dimensionality transformation and reduction [24]. This process requires a large amount of unlabeled data samples to produce good feature encodings for reconstruction. However, this process may fail to capture the relevant class information in the data [26]. To reduce the requirement for input data and to find a more meaningful link between the unlabeled data and a classification problem, semi-supervised variants of AE were proposed [29, 32, 33], i.e. techniques that minimize both reconstruction error and classification error (either in sequential steps or by combining the multi-objective function into a scalarizing function).

Socher et al. [32] introduced a semi-supervised greedy recursive AE, in which
a scalar cost function, summing up both reconstruction error and cross-entropy-based classification error, was used. They applied the L-BFGS algorithm for optimization. However, the L-BFGS is highly dependent on the pre-conditioner to avoid degenerating to the steepest descent method \[34\]. Furthermore, their method required careful tuning of a user-defined parameter that weighs the contributions of the reconstruction and the cross-entropy error terms. Similarly, other researchers \[26, 35–37\] translated the multi-objective problem into a single-objective scalar function. More specifically, their scalarization (weighted-sum) method minimizes a positively weighted convex sum of the objectives (reconstruction error and discriminative error). However, as mentioned by Goldberg and Holland, \[38\]: "there are times when several criteria are present simultaneously and it is not possible (or wise) to combine these into a single number". Moreover, it is difficult to define a set of appropriate weights to control the scalarized function to produce Pareto-optimal solutions (a solution is considered as a pareto optimal if it is not dominated by other solutions) \[39\]. Although several weight optimizations have been previously introduced e.g. \[40\], it is a complicated task to find relevance between the weights. Moreover, conducting several weight optimizations is computationally expensive. Additionally, the scalarization method suffers from two technical drawbacks. First, the relation between the Pareto curve and the objective function weights is a monotone spread of weight parameters, however, it does not generally produce uniformly distributed points on the Pareto curve. Second, minimizing the convex combinations of the objective functions does not necessarily result in reaching the non-convex portions of the Pareto set \[41\]. More recently, Almousli et al. \[33\] changed the cost function of the DAE in order to produce more accurate results for a supervised task. They included a matrix in the cost function instead of the Euclidean-norm to reflect the dependency between the input vector \(x\) and the label \(y\). We note that there is no unique definition for the mentioned matrix and thus a careful examination is required to define a proper matrix for different problems. In this paper, we test the hypothesis that extending traditional auto-encoders (which only minimize reconstruction error) to multi-objective op-
timization for finding Pareto-optimal solutions outperforms traditional single
objective and other types of multi-objective (i.e. scalarization and sequential)
autoencoders. The SdAE method [29] is designed to reduce both the misclassi-
fication rate (via its last layer) and reconstruction error. However, SdAE does
so in two distinct sequential steps and suffers from two significant drawbacks:
its high computational cost and failure at high-dimensional mapping [42].

1.2. Contributions

In addition to being the first work that adopts a deep AE for multi-class
imbalanced mammographic data, our first technical contribution of this work
is introducing a multi-objective (MO) AE that transforms and reduces the di-
mension of features. Our method leverages the mean classification error (MCE)
criterion to influence the learning process and in the same time (i.e. not se-
quentially as in [29]) considers the MRE to find the best Pareto solutions. The
result is a deep network trained to produce the most informative features using
both MRE and MCE objectives.

Another issue with AEs is the weight learning process and convergence. De-
spite their ability to represent highly nonlinear mappings and perform dimen-
sionality reduction, it is difficult to optimize the weights in multilayer AEs. An
AE often uses a back-propagation method for learning the network. However,
using back-propagation may prove problematic for training networks; as errors
get back-propagated all the way to the initial layers, they become insignificant
and inconsequential [18]. The result is that the network tends to reconstruct
the average of all the observed data. Further, they may be entrapped in local
minima. Adopting alternative optimization algorithms, such as evolutionary
algorithms (EA) and RBM pre-training, improve the AEs but still suffers from
slow convergence and entrapment in local minima [18 43].

In our second contribution, we handle the simultaneous (to find Pareto-
optimal solutions) multi-objective optimization (instead of scalarization or op-
imization in sequential steps). For the weight learning, we utilize the non-
dominated sorting genetic algorithm NSGA-II, an improved version of NSGA
This avoids local minima which commonly arise from the back-propagation method. Compared to other multi-objective evolutionary algorithms, NSGA-II’s improved performance can be attributed to its clever "elitist" strategy for selecting and combining parents and offspring, reducing entrapment in local minima, and its lower time and space (memory) complexity. Moreover, elitism drives the convergence towards a Pareto-optimal set. Diversity and spread of solutions is ensured without the need to apply additional modifiers e.g., sharing parameters \[44\]. The NSGA-II method considers both the MCE and MRE objectives simultaneously for finding Pareto solutions.

The remainder of this paper is organized as follows. Section 2 introduces our novel multi-objective autoencoder and discusses its structural details. Section 3 presents class definition and implementation details for our method and other related methods from the literature. Section 4 empirically evaluates the methods and discusses the obtained results. Finally, a brief conclusion is provided in Section 7.

2. Proposed Deep Multi-objective Autoencoder

We present a new nonlinear multi-objective AE that transforms and reduces the number of features such that both classification and feature reconstruction errors are minimized. The input is a set of image features \(X_i\) extracted from image \(i\) (detailed in Section 3) and the output is the set of reconstructed image features \(\hat{X}_i\), i.e. equal number of nodes in the input and output layers (Figure 1). The number of hidden (middle) layer nodes is equal to the dimensionality \(d\) of the low dimensional representation \(Y_i\). Training the network on \(X_i\) leads to a network in which \(Y_i\) retains as much information from \(X_i\) as possible, i.e. produces \(\hat{X}_i\) that is optimally close to \(X_i\) from only \(d\) variables.

Traditionally, optimality corresponds to minimizing the mean square reconstruction error (MRE):

\[
MRE = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} (X_{ij} - \hat{X}_{ij})^2
\]  

(1)
where $N$ is the number of samples, $M$ is the number of features, $X_{ij}$ is $j^{th}$ feature of the $i^{th}$ input sample and $\hat{X}_{ij}$ is the corresponding reconstructed output feature.

Our key contribution here is that we define a second optimality criteria, namely the mean classification error (MCE) objective so the AE considers both the classification and reconstruction error:

$$MCE = \frac{1}{N} \sum_{i=1}^{N} e_i,$$

where

$$e_i = \begin{cases} 
0, & l_i = \hat{l}_i \\
1, & l_i \neq \hat{l}_i 
\end{cases}$$

(2)

$l_i$ is the desired class output of image $i$, and $\hat{l}_i$ is the classifier’s output.

Our auto-encoder employs the sigmoid function for each node in all layers except the last layer of the encoder (first layer of the decoder), which uses a linear transform function. In the training stage, $X_i$ is passed to the network, the encoder module reduces data from $X_i$ to $Y_i$, and the decoder then reverses the process, increasing the dimensionality of the data with weight transposing. For an optimal mapping, network weights $W_i$ are sought that minimize the MRE and MCE; a faithful reconstruction $\hat{X}_i$ of $X_i$ and, simultaneously, a minimization of the classification error. The classification error is calculated using $Y_i$ as features, the known class labels, and a predetermined classifier (several classifiers
are tested in Section 3. The optimal weights are sought using the NSGA-II algorithm (detailed in Figure 2) that minimizes the two objectives $f_1(x) = \text{MRE}$, $f_2(x) = \text{MCE}$ (Figure 1).

The NSGA-II method works by initializing the population and sorting the population to generate a series of non-dominated Pareto fronts. The first front is the non-dominated set in the current population and the second front is dominated by the first front and continuing for all fronts in the series. For each individual in the population, rank (based on the MCE and MRE) and crowding distance are computed. Crowding distance measures the adjacency of each individual to its neighbors. The larger the average crowding distance, the more diverse the population. Individuals in the first front take the best fitness value (one) and individuals of second front take the second best (two), etc. Once the non-domination ranks and crowding distances are assigned, the evaluation process is started and parents are selected to generate offspring. This is done using binary tournament selection, which works based on the crowded-distance-operator. An individual is picked if its rank is smaller or its crowding distance is greater than all others. Next, the selected population produces offspring using crossover (simulated binary crossover) and mutation (polynomial mutation) operators. The new generation’s population is derived from a combined group of offspring and the current population. Therefore, elitism is assured because the best individuals from offspring and parents are selected. Each front is filled in ascending order until reaching the population size. The whole process is iterated until the final generation. For more details refer to [44].

3. Implementation Details

**Class Definitions.** We adopt the BI-RADS terminology (Table 1) noting both the different tissue breast density classes and assessment classes (Table 1). We note that most of the previous works [9,11,45,47] have tried to address either the tissue or the assessment classification problem, while similar to [9,12,13], we examine a more challenging multi-class problem shown in Table 2,
which enables a classifier to predict both the tissue type and the assessment category at the same time. This approach is important since, as recent research has shown, CAD systems perform poorly when analyzing dense breasts \[48, 49\]. Note the assessment categories are typically reduced to classes 1, 2 and 5 as they are the most clinically relevant \[13\].

Table 1: Tissue density classes and assessment categories of BI-RADS.

<table>
<thead>
<tr>
<th>Class</th>
<th>Tissue density classes BI-RADS</th>
<th>Class</th>
<th>Assessment categories BI-RADS</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>almost entirely fatty</td>
<td>0</td>
<td>need additional imaging evaluation and/or prior mammograms for comparison</td>
</tr>
<tr>
<td>II</td>
<td>scattered fibroglandular</td>
<td>1</td>
<td>no findings (negative)</td>
</tr>
<tr>
<td>III</td>
<td>heterogeneously dense</td>
<td>2</td>
<td>benign</td>
</tr>
<tr>
<td>IV</td>
<td>extremely dense</td>
<td>3</td>
<td>probably benign</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>suspicious abnormal (biopsy should be considered)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>highly suggestive malignant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>known biopsy-proven malignant</td>
</tr>
</tbody>
</table>

Class Distribution. In real world learning problems like CADx, samples
are typically not distributed equally over all classes \[50\]. This is true for our classes as well (Table 2). It has been shown that a neural network trained from imbalanced data can be biased towards the classes with more samples \[51\]. To cope with this weakness, dimension (feature) reduction can be very helpful \[52, 53\]. This motivates our goal of finding a lower dimensionality representation that works well on imbalanced data.

Table 2: Class definitions used for classification and (number of samples).

<table>
<thead>
<tr>
<th>Assessment categories</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tissue density classes</td>
<td>I</td>
<td>C_1 \ (107) &amp; C_2 \ (41) &amp; C_3 \ (42)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>C_4 \ (179) &amp; C_5 \ (46) &amp; C_6 \ (59)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>C_7 \ (48) &amp; C_8 \ (142) &amp; C_9 \ (29)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>C_{10} \ (51) &amp; C_{11} \ (144) &amp; C_{12} \ (61)</td>
<td></td>
</tr>
</tbody>
</table>

**Feature extraction.** In order to reduce computational costs and to have a more invariant and discriminative image representation, we propose to run our experiments on features extracted from 128x128 image patches (Figure 3) instead of evaluating raw pixels. We computed 70 features capturing the textural properties of the mammograms: 48 produced by the segmentation-based fractal analysis (SFTA), which computes the fractal dimensions of decomposed binary images from gray-level mammograms \[54\], and 22 features based on the Gray Level Co-Occurrence Matrix (GLCM) (Table 3).
<table>
<thead>
<tr>
<th>Feature names</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast, correlation, cluster prominence, cluster shade, dissimilarity, entropy, homogeneity, maximum probability, maximal correlation coefficient, angular, second moment, sum of squares, variance, sum average, sum entropy, sum variance, difference variance, difference entropy, information measure of, correlation 1 and 2, inverse difference, inverse difference normalized, and inverse difference moment normalized.</td>
</tr>
</tbody>
</table>

**Parameters.** The parameters for our ‘MOAE-2c’ were set as follows. We choose to set the NSGA-II parameters according to [44]. Binary tournament selection using a crowded-comparison operator was applied. Simulated binary crossover (SBX) was used with a probability of 0.9 and polynomial mutation with a probability of 1/n, where n corresponds to the number of weights in the auto-encoder layers. Both distribution indices of crossover and mutation operators were set to 20. The number of nodes in each network layer are computed as, $layer_1 = \lceil(|X_i| \times 1.2) \rceil + 15$, $layer_2 = \lceil(|X_i| \div 2) \rceil + 10$, and $layer_3 = \lceil(|X_i| \div 4) \rceil + 5$, where $|X_i|$ is the number of initial features in a single training example. Training the ‘AERBM-1c’ was performed using the contrastive divergence algorithm, and a binary stochastic activation function was used. The learning rate was set to 0.1. For ‘AEEA-1c/2c’, the mutation probability was set to 0.4, the variance of the mutation was set to 1. For the mentioned methods the population size used in the evolutionary optimization was set to 200 and the number of generations was set to 500. We also compared our results to combining the MCE with the MRE in a one-objective AE and optimized with back-propagation (‘AEBP-2c’) and an evolutionary algorithm (‘AEEA-2c’) where a softmax classifier layer was added as a final network layer. Accordingly, we have one-objective two criteria (2c) ‘AEEA-2c’ and ‘AEBP-2c’ where the error in their cost functions is computed as,

$$Error = \alpha MRE + (1 - \alpha) MCE$$  \hspace{1cm} (3)

where $\alpha$ is a weight for balancing the two criteria of MRE and MCE which was
set to 0.5. Note that for different classifiers e.g., KNN, Naive Bayes, Bayes net, J48 the classification layer is changed based on the classifier used. For all methods mentioned in Table 4, \(d\): the size of our lower dimensional representation (i.e. layer 4 in Figure 1) was varied from 70 to 1 for each method, and the \(d\) that obtained the best classification result was selected.

4. Evaluation

**Dataset.** Our data-set comprises 949 images: 319 from INbreast [55] and 630 from the IRMA (Image Retrieval in Medical Applications) version of DDSM [13]. Adopting Deserno et al.’s class definitions [13], all radiographs were classified by radiologists into 12 classes based on the BI-RADS tissue and assessment categories [4].

**Methods evaluated.** We compared our proposed multi-objective auto-encoder (MOAE-2c), which optimizes the two criteria (2c) of MRE and MCE, to seven other dimension reduction methods (six AEs and PCA). Table 4 shows the AEs’ abbreviations and descriptions. To demonstrate whether the multi-criteria multi-objective optimization improved classification, we included additional one-criterion one-objective methods: ‘AEBP-1c’, ‘AEEA-1c’, and ‘AERBM-1c’. We also tested combining the two different criteria into a single error by giving equal weight to the MRE and MCE then summing them together: ‘AE-BP2c’, ‘AEEA-2c’. We note that ‘SdAE-2c’ [29] optimizes MRE and MCE in two separate stages and include it to demonstrate how the proposed multi-objective optimization of MRE and MCE for Pareto-optimal solutions improves our classification results. We also compared with PCA because an auto-encoder will act like PCA when a linear activation function has been used in all neurons (and when a quadratic reconstruction error has been used).
Table 4: The seven implemented methods describing what criteria each method was optimized for and the optimization process

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>MRE</th>
<th>MCE</th>
<th>Single-objective</th>
<th>Multi-objective (sequential)</th>
<th>Multi-objective (scalarization)</th>
<th>Multi-objective (Pareto-optimal solutions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEBP-1c</td>
<td>AE with back-propagation learning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AEBP-2c</td>
<td>AE with back-propagation learning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AREA-1c</td>
<td>AE with evolutionary optimization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AREA-2c</td>
<td>AE with evolutionary optimization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AERBM-1c</td>
<td>AE pre-trained using RBM</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SdAE-2c</td>
<td>Stacked denoising AE</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOAE-2c</td>
<td>Proposed AE with multi-objective</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Classifiers tested. To demonstrate how the proposed method is not sensitive to the choice of classifier, five different classifiers were used to test the effectiveness of the transformed features in diagnosing new samples: (i) k-nearest neighbor (a distance-based classifier); (ii) Naive Bayes and (iii) Bayes net (Bayesian classifiers); (iv) J48 (a decision tree classifier) and (v) Softmax (a Softmax regression model). Ten-fold cross validation was adopted.

5. Results

Classification performance I: Accuracy with iterative feature reduction. We evaluated all feature reduction methods over all 70 extracted features. For the auto-encoders, we reduced the number of nodes in the fourth hidden layer (Figure 1) iteratively starting from 70 nodes down to a single node. Applying \( MRE + MCE \) adds regularization that results in a model that generalizes better to unseen data by reducing over-fitting. However, in order to make sure that all the models described in Table 4 avoid over-fitting and have a fair comparison, we applied 10-fold cross-validation. Figure 1 shows the accuracy using 10-fold cross-validation. This figure also reports comparisons of the MOAE-2c method versus alternative methods.

Classification performance II: Area under ROC, area under PRC, F-measure and overall Accuracy. To examine the influence of the different feature reduction methods and to provide comprehensive analysis, the classification performance using the four different classifiers was evaluated via: (i) area
Figure 4: Dimension reduction results (classification accuracy) for different classifiers. We compare our multi-objective AE (MOAE-2c) with four other groups: single objective AEs; scalarized two criterion AEs; sequential multi-objective AE; and principal component analysis. The error bars represent the standard error over 10 cross-validation rounds.
under the receiver operator characteristic (AUROC); (ii) area under precision-recall curve (AUPRC); (iii) F-measure; and (iv) accuracy percentage (Table 5). Note that the best results of each algorithm during the 70 executions (reduction steps) are reported. The values marked in bold represent the best results and underlined values are the second best. The ROC, PRC and F-measure values are averaged over all classes. The last column of Table 5 shows the accuracy rate when all features are used, i.e. feature transformation without any reduction.

**Accuracy comparison with related works reported in literature.** Table 6 summarizes selected state of the art methods applied to this classification problem. It is important to note that most of these methods have been tested with only 2 to 4 classes and most focused only on data with either lesion or tissue classification problems. In contrast, we addressed the 12 hybrid classes based on BI-RADS with both lesion and tissue problems. Even with a larger set of features and more classes, which makes the classification task more complex, our method shows improved overall accuracy. Note that all the methods listed in Table 6, have been discussed in the introduction section.

### Table 6: Comparison with performance reported in related literature

<table>
<thead>
<tr>
<th>Author and (year)</th>
<th>Problem</th>
<th>No. of classes</th>
<th>Classifier</th>
<th>Data</th>
<th>Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bria et al. (2014)[8]</td>
<td>Lesion</td>
<td>2</td>
<td>Cascade boosting model</td>
<td>1599, private</td>
<td>Shape, topological, score, texture</td>
<td>93%</td>
</tr>
<tr>
<td>Mohanty et al. (2013)[7]</td>
<td>Lesion</td>
<td>2</td>
<td>Association rule mining</td>
<td>265, DDSM</td>
<td>GLCM</td>
<td>96.6%</td>
</tr>
<tr>
<td>Subashini et al. (2010)[10]</td>
<td>Tissue</td>
<td>3</td>
<td>SVM with RBF kernel</td>
<td>43, private ROI</td>
<td>95%</td>
<td></td>
</tr>
<tr>
<td>Verma et al. (2010)[11]</td>
<td>Lesion</td>
<td>2</td>
<td>Soft-clustering direct learning</td>
<td>200, DDSM</td>
<td>ROI</td>
<td>97%</td>
</tr>
<tr>
<td>Oliver et al. (2010)[9]</td>
<td>Both</td>
<td>4</td>
<td>PCA and Bayesian combination of KNN and C4.5</td>
<td>184, private</td>
<td>ROI</td>
<td>92% 94%</td>
</tr>
<tr>
<td>Sadaf et al. (2011)[12]</td>
<td>Both</td>
<td>10</td>
<td>Non-statistical analysis</td>
<td>127, private</td>
<td>ROI</td>
<td>91%</td>
</tr>
<tr>
<td>Deserno et al. (2011)[13]</td>
<td>Both</td>
<td>12</td>
<td>Support vector machine (Gaussian kernel)</td>
<td>2796, IRMA</td>
<td>ROI</td>
<td>80%</td>
</tr>
<tr>
<td>Present work</td>
<td>Both</td>
<td>12</td>
<td>Naive Bayes, J48, KNN, Bayes net</td>
<td>949, INbreast, DDSM</td>
<td>GLCM, SFTA</td>
<td>96.28%, 98.45%</td>
</tr>
</tbody>
</table>

**6. Discussion**

**Classification Performance I.** From Figure 4 we can see that AEBP-2c results in a greater accuracy than AEBP-1c, suggesting that adding the MCE criterion improves the classification. As expected, the SdAE-2c method achieved
Table 5: Classification performance II results obtained by different classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Methods</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>F-measure</th>
<th>Number of features</th>
<th>Accuracy of reduced data</th>
<th>Accuracy of whole data</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>MOEA-2c</td>
<td>0.92 ± 0.026</td>
<td>0.975 ± 0.028</td>
<td>0.962 ± 0.055</td>
<td>21</td>
<td><strong>96.285 ± 9.4985</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>0.991 ± 0.014</td>
<td>0.944 ± 0.01</td>
<td>0.888 ± 0.124</td>
<td>26</td>
<td><strong>88.854 ± 7.5666</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEBP-2c</td>
<td>0.99 ± 0.01</td>
<td>0.863 ± 0.128</td>
<td>0.78 ± 0.17</td>
<td>37</td>
<td><strong>83.620 ± 37.069</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEBP-2c</td>
<td>0.85 ± 0.016</td>
<td>0.526 ± 0.286</td>
<td>0.504 ± 0.334</td>
<td>44</td>
<td><strong>66.257 ± 60.1227</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-1c</td>
<td>0.973 ± 0.028</td>
<td>0.884 ± 0.094</td>
<td>0.819 ± 0.126</td>
<td>17</td>
<td><strong>82.353 ± 72.1362</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-2c</td>
<td>0.82 ± 0.14</td>
<td>0.432 ± 0.282</td>
<td>0.426 ± 0.303</td>
<td>9</td>
<td><strong>59.592 ± 50.3067</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AERBM-1c</td>
<td>0.98 ± 0.024</td>
<td>0.904 ± 0.096</td>
<td>0.826 ± 0.097</td>
<td>44</td>
<td><strong>82.662 ± 79.257</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SdAE-2c</td>
<td>0.905 ± 0.101</td>
<td>0.742 ± 0.192</td>
<td>0.758 ± 0.19</td>
<td>45</td>
<td><strong>85.344 ± 73.2759</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MOEA-2c</td>
<td>0.99 ± 0.0009</td>
<td><strong>0.997 ± 0.013</strong></td>
<td><strong>0.984 ± 0.034</strong></td>
<td>47</td>
<td><strong>98.452 ± 98.1424</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEBP-1c</td>
<td>0.87 ± 0.08</td>
<td>0.614 ± 0.199</td>
<td>0.747 ± 0.13</td>
<td>37</td>
<td><strong>81.034 ± 43.9655</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEBP-2c</td>
<td>0.88 ± 0.13</td>
<td>0.577 ± 0.316</td>
<td>0.551 ± 0.341</td>
<td>52</td>
<td><strong>71.165 ± 63.8037</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-1c</td>
<td>0.971 ± 0.027</td>
<td>0.889 ± 0.077</td>
<td>0.92 ± 0.057</td>
<td>38</td>
<td><strong>91.95 ± 85.4489</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-2c</td>
<td>0.82 ± 0.17</td>
<td>0.443 ± 0.279</td>
<td>0.462 ± 0.314</td>
<td>14</td>
<td><strong>62.576 ± 46.0123</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AERBM-1c</td>
<td>0.974 ± 0.029</td>
<td>0.903 ± 0.077</td>
<td>0.92 ± 0.08</td>
<td>42</td>
<td><strong>92.26 ± 89.7833</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SdAE-2c</td>
<td>0.949 ± 0.065</td>
<td>0.788 ± 0.175</td>
<td>0.852 ± 0.131</td>
<td>49</td>
<td><strong>87.931 ± 76.7241</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>0.979 ± 0.027</td>
<td>0.929 ± 0.059</td>
<td>0.953 ± 0.037</td>
<td>23</td>
<td><strong>95.356 ± 94.7368</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MOEA-2c</td>
<td><strong>0.991 ± 0.017</strong></td>
<td><strong>0.956 ± 0.053</strong></td>
<td><strong>0.971 ± 0.038</strong></td>
<td>61</td>
<td><strong>97.214 ± 97.2136</strong></td>
<td></td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>AEBP-1c</td>
<td>0.97 ± 0.04</td>
<td>0.872 ± 0.14</td>
<td>0.86 ± 0.096</td>
<td>37</td>
<td><strong>88.793 ± 35.7759</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEBP-2c</td>
<td>0.93 ± 0.06</td>
<td>0.565 ± 0.351</td>
<td>0.503 ± 0.305</td>
<td>47</td>
<td><strong>67.484 ± 63.1992</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-1c</td>
<td>0.94 ± 0.077</td>
<td>0.697 ± 0.241</td>
<td>0.659 ± 0.24</td>
<td>64</td>
<td><strong>65.015 ± 50.774</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-2c</td>
<td>0.85 ± 0.1</td>
<td>0.425 ± 0.219</td>
<td>0.381 ± 0.257</td>
<td>60</td>
<td><strong>48.466 ± 45.8344</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AERBM-1c</td>
<td>0.923 ± 0.079</td>
<td>0.633 ± 0.22</td>
<td>0.607 ± 0.201</td>
<td>48</td>
<td><strong>59.752 ± 55.7276</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SdAE-2c</td>
<td>0.962 ± 0.061</td>
<td>0.705 ± 0.273</td>
<td>0.657 ± 0.273</td>
<td>24</td>
<td><strong>77.568 ± 62.069</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>0.991 ± 0.016</td>
<td>0.952 ± 0.093</td>
<td>0.905 ± 0.13</td>
<td>53</td>
<td><strong>90.093 ± 87.9257</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MOEA-2c</td>
<td><strong>0.999 ± 0.003</strong></td>
<td><strong>0.994 ± 0.02</strong></td>
<td><strong>0.985 ± 0.023</strong></td>
<td>36</td>
<td><strong>98.452 ± 97.2136</strong></td>
<td></td>
</tr>
<tr>
<td>J48</td>
<td>AEBP-1c</td>
<td>0.784 ± 0.132</td>
<td>0.303 ± 0.224</td>
<td>0.274 ± 0.344</td>
<td>64</td>
<td><strong>51.724 ± 42.2414</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEBP-2c</td>
<td>0.928 ± 0.047</td>
<td>0.534 ± 0.275</td>
<td>0.566 ± 0.27</td>
<td>51</td>
<td><strong>70.552 ± 63.8037</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-1c</td>
<td>0.948 ± 0.032</td>
<td>0.653 ± 0.212</td>
<td>0.616 ± 0.249</td>
<td>57</td>
<td><strong>73.993 ± 57.8947</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AEEA-2c</td>
<td>0.832 ± 0.101</td>
<td>0.329 ± 0.249</td>
<td>0.248 ± 0.317</td>
<td>16</td>
<td><strong>51.537 ± 39.2638</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AERBM-1c</td>
<td>0.894 ± 0.084</td>
<td>0.577 ± 0.219</td>
<td>0.539 ± 0.242</td>
<td>33</td>
<td><strong>65.325 ± 59.1331</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SdAE-2c</td>
<td>0.991 ± 0.008</td>
<td>0.846 ± 0.203</td>
<td>0.712 ± 0.365</td>
<td>51</td>
<td><strong>88.793 ± 72.4138</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>0.978 ± 0.044</td>
<td>0.916 ± 0.076</td>
<td>0.901 ± 0.077</td>
<td>34</td>
<td><strong>93.103 ± 90.0862</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MOEA-2c</td>
<td><strong>0.998 ± 0.015</strong></td>
<td><strong>0.974 ± 0.042</strong></td>
<td><strong>0.973 ± 0.033</strong></td>
<td>33</td>
<td><strong>98.124 ± 97.8328</strong></td>
<td></td>
</tr>
</tbody>
</table>
higher accuracy over traditional AEs by sequentially minimizing first the reconstruction error followed by classification error. However, our MOAE-2c achieved superior results to the SdAE-2c by optimizing both reconstruction and classification error for the best Pareto-solutions. We consistently see that our MOAE-2c produces more accurate overall results than the other tested methods. Although some classifiers (e.g., J48) only demonstrated modest accuracy improvements using MOAE-2c when compared to PCA, overall we notice consistent improvements in accuracy for all tested classifiers using our proposed MOAE-2c. The high accuracies obtained by other methods (e.g., PCA) show that our model did not suffer from over-fitting. The proposed MOAE-2c, for all classifiers, demonstrated superior performance over other methods. The accuracy rates of, 98.45% with 47 features, 96.90% with 21 features, 97.21% with 61 features, 98.45% with 36 features, and 98.14% with 33 features were obtained by the Bayes net, KNN, J48, Naive Bayes, and Softmax classifiers respectively.

We note that incorporating multiple objectives via scalarization may not always perform better than a single objective as seen in the case of AEEA-1c outperforming AEEA-2c. The problem with AEEA-2c (and even AEBP-2c), which uses scalarization, is the need to decide on the weight values of the scalarization function (equation 3). A better choice of weight for AEEA-2c may have resulted in a superior performance over AEEA-1c at the expense of having to optimizing this scalarization weight. The proposed method (MOAE-2c), however, outperforms other types of single- and multi-objective optimizations of AEs: scalarization and sequential, which is accomplished by optimizing for Pareto-optimal solutions (MOAE-2c) does not require a balancing weight between MCE and MRE.

**Classification Performance II.** We note from Table 5 that by reducing the number of features, we managed to enhance the mean classification accuracy significantly. Notably, our proposed method reduces the dimensionality from 70 to 21 features and achieves an accuracy 8.05% greater than the second best value using PCA with a KNN classifier (96.29% vs. 88.85%). In transformation without reduction (last column), the improvement over the second best
is 13.93%. This demonstrates the success of our method even without feature reduction. Our other metrics show consistent improvements as well. When using Bayes net, the proposed method achieved AUROC of 1 and similar results are obtained for Naive Bayes and J48 classifiers.

Accuracy comparison with related works reported in literature. Examining Table 6, we note that only Deserno et al. [13] tackled the problem of classifying 12 classes (like we do). Other works [7-11] gave excellent result > 90% however all of those classified less than or equal to 4 classes. Verma et al. [11] produced the highest accuracy 97%, but they used only 200 images and 2 classes. We also highlight that all these methods were tested on a single data set, but the proposed method was tested using two different data-sets.

7. Conclusion

A novel feature transformation and reduction method was presented to tackle mammography classification. Our experiments with our proposed multi-objective auto-encoder (MOAE-2c) suggests that training a deep network to minimize both classification (MCE) and reconstruction (MRE) error using Pareto-optimal solutions leads to more discriminant features. We observed improvements classification performance for our 12 class tissue and lesion problem when compared to other state-of-the-art methods. In the current paper, we demonstrated that the multi-objective optimization extension of the traditional autoencoders, which seeks Pareto-optimal solutions via NSGA-II method, results in more discriminative features than two widely used methods: PCA and stacked denoising auto-encoders. An advantage of NSGA-II over other evolutionary multi-objective optimization methods is its elitism feature, which does not allow an already found Pareto-optimal solution to be removed from the selection pool. However, the NSGA-II suffers from slow convergence [56]. The convergence speed decreases as the number of the hidden layers and their nodes in autoencoders increase. This is particularly important to address in future work, e.g. via leveraging GPU implementation, as we plan to test deeper networks...
with more complex architectures on raw pixel values. Future work will explore finding optimum parameters for the proposed MOAE-2c and applying it to other biomedical imaging applications.
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