Abstract: This paper presents a hybrid optimization algorithm which originates from Invasive Weed Optimization (IWO) and Particle Swarm Optimization (PSO). Based on the novel and distinct qualifications of IWO and PSO, we introduce IWO/PSO algorithm and try to combine their excellent features in this extended algorithm. The efficiency of this algorithm both in the case of speed of convergence and optimality of the results are compared with IWO, PSO, and some other evolutionary algorithms through a number of common multi-dimensional benchmark functions. Finally, a practical problem consisting design and optimization of an adaptive controller for a surge tank is simulated. The experimental results show that the proposed algorithm can be successfully employed as a fast and global optimization method for a variety of theoretical or practical purposes.

Index Terms: Evolutionary Algorithms, Invasive Weed Optimization, Particle Swarm Optimization, Biomimicry.

I. INTRODUCTION

Recently there has been considerable amount of attention devoted to bioinspiration and biomimicry, for solving computational problems and constructing intelligent systems, including autonomous robots [1], [2], automated fabrication devices, smart structures, and also developing intelligent control strategies like distributed and cooperative control [3], [4], formation control for multi-agent systems [5], [6], and attention control [7]. Reviewing these achievements in the scope of computational intelligence suggests that there seems to be at least six main domains of intelligence in biological systems and wild life: swarming, Communication and collaboration, Reproduction and Colonization, Learning and Experience, Competition, Evolution.

There are many evidences of intelligence for the posed domains in animals, plants, and generally living systems. For example, ants foraging, birds flocking, fish schooling, bacterial chemotactics are some of the well-known examples in category of swarming [8]-[14]. Communication is present among most animals and plants. For example, the way honey bees share their information about the quality of nutrients makes one of the fastest mediums of communication in collective systems [15], [16]. Reproduction is also existed in all the creatures; However, some show an intellectual mechanism for breeding or reproducing like making fruiting body in some kinds of bacteria [17]. In plants and trees, roots and branches have deliberate and intelligent attitude toward colonization. Generally speaking, where the resources are abundant, branching increases and bushy structures are constructed, and where the nutrients are insufficient, growth is accelerated and branching decreases, so the density in the rich places becomes larger [18]. The same process is available in weeds accompanied by r and k selection approach [19], [20]. Competition is mostly a result of deficiency and can be seen in all species whether in the form of intraspecific or interspecific competition. Human beings and some other creatures are capable of cognitive learning and experience recording. For example, in lack of nutrients, a kind of bacteria is producing extra copies of itself as memento to remember the situation; thus, if shortage recurs later, the bacterium is better prepared [21]. Finally, we can see numerous evidences of evolution in nature that has made our present universe.

In this paper, we aim to merge the idea of intelligent swarming, social cooperation, competition, and reproduction in an optimization meta-algorithm. Particle Swarm Optimization is inspired from flocking birds (swarming and collaborative communication) and has been used in a large number of applications like neural network training [22], data mining [23], web content organizing [24], computing Nash equilibria in strategic games [25], etc. Invasive Weed Optimization is a novel ecologically inspired algorithm that mimics the process of weeds colonization and distribution. Despite its recent development, it has shown successful results in a number of practical applications like optimization and tuning of a robust controller [19], optimal positioning of piezoelectric actuators [26], developing a recommender system [27], antenna configuration [28], analysis of electricity markets dynamics [29], etc.

Section II provides steps for algorithm design with a quick review of PSO and IWO, introduction to IWO/PSO algorithm and discussion on parameter settings for the proposed algorithm. In section III, simulation results for optimization of some benchmark problems in comparison with other evolutionary algorithms are summarized. We present our experiment to design an adaptive controller for a surge tank in section IV, and finally, conclusions are drawn in section V.

II. ALGORITHM DESIGN

A. Particle Swarm Optimization

PSO was developed by kennedy and Eberhart in 1995 [30]. This algorithm aims to mimic foraging trend and communication behavior in flocks of birds when they are flying. Contrary to traditional evolutionary algorithms which only keep track of position, PSO maintains information regarding position and velocity [30]. The equations for
calculating the next particle velocity and position are presented in (1) and (2).

\[
V_i(t + 1) = \omega V_i(t) + c_1 \cdot \phi_1 \cdot \left( P_i(t) - X_i(t) \right) + c_2 \cdot \phi_2 \cdot \left( P_g(t) - X_i(t) \right) \quad (1)
\]

\[
X_i(t + 1) = X_i(t) + V_i(t + 1) \quad (2)
\]

\( P_i \) is the best previous position for that particle, and \( P_g \) is the position of the best particle in the whole swarm up to that iteration. \( c_1 \) and \( c_2 \) called learning factors, are constants that determine the balance between acceleration toward local best (individual’s experience, cognition, exploration) or global best (social collaboration or interaction, exploitation). \( \phi_1 \) and \( \phi_2 \) are uniform random numbers in the range of [0, 1]. \( \omega \) is an inertia weight which determines the influence of velocity memory and is employed on the favor of global or local search [31]. It is also suggested to restrict the velocity to a specified range \([-V_{\text{max}}, V_{\text{max}}]\) [32]. Until now, numerous versions of PSO with selection, reproduction, recombination, and mutation operators have been developed and the way on the improvement of PSO and generally swarm intelligence seems to be continued.

B. Invasive Weed Optimization

Invasive weed optimization was developed by Mehrabian and Lucas in 2006 [19]. IWO algorithm is a bioinspired numerical optimization algorithm that simply simulates natural behavior of weeds in colonizing and finding suitable place for growth and reproduction. Some of the distinctive properties of IWO in comparison with other evolutionary algorithms are the way of reproduction, spatial dispersal, and competitive exclusion [19].

In Invasive Weed Optimization algorithm, the process begins with initializing a population. It means that a population of initial solutions is randomly generated over the problem space. Then members of the population produce seeds depending on their relative fitness in the population. In other words, the number of seeds for each member is beginning with the value of \( S_{\text{min}} \) for the worst member and increases linearly to \( S_{\text{max}} \) for the best member. For the third step, these seeds are randomly scattered over the search space by normally distributed random numbers with mean equal to zero and an adaptive standard deviation. The equation for determining the standard deviation (SD) for each generation is presented in (3).

\[
s_{\text{iter}} = \frac{(\text{iter}_{\text{max}} - \text{iter}_{\text{iter}})}{(\text{iter}_{\text{max}})} \cdot (\sigma_{\text{initial}} - \sigma_{\text{final}}) + \sigma_{\text{final}} \quad (3)
\]

where \( \text{iter}_{\text{max}} \) is the maximum number of iterations, \( \sigma_{\text{iter}} \) is the SD at the current iteration and \( n \) is the nonlinear modulation index. The produced seeds, accompanied by their parents are considered as the potential solutions for the next generation. Finally, a competitive exclusion is conducted in the algorithm, i.e., after a number of iterations the population reaches its maximum, and an elimination mechanism should be employed. To this end, the seeds and their parents are ranked together and those with better fitness survive and become reproductive.

C. The Hybrid IWO/PSO Algorithm

From the two previous sections it can be concluded that IWO and PSO have two different approaches for optimization. IWO offers good exploration and diversity, while PSO is an algorithm with fairly deliberate and to the point movements in each iteration. In this section, we mix the two algorithms and present a hybrid algorithm.

In hybrid IWO/PSO algorithm, colonization is beginning in the same way as IWO, however, the seeds are located like the equations in PSO for flying particles. It means that after reproducing the seeds, the velocity is updated with (4), and temporary position of seeds is estimated by (5), and finally these seeds are randomly distributed the same as the process used in IWO to construct the next population. Pseudo-code for this algorithm is presented in Fig. 1.

\[
\begin{align*}
V_{i,s}(t + 1) & = \omega \cdot V_i(t) + c_1 \cdot \phi_{1,s} \cdot \left( P_i(t) - X_i(t) \right) + c_2 \cdot \phi_{2,s} \cdot \left( P_g(t) - X_i(t) \right) \quad (4) \\
X_{i,s}(t + 1) & = X_i(t) + V_{i,s}(t + 1) \quad (5)
\end{align*}
\]

1. Generate random population of \( N_0 \) solutions;
2. For \( \text{iter} = 1 \) to the maximum number of generations;
   a. Calculate fitness for each individual;
   b. Compute maximum and minimum fitness in the colony;
   c. Set \( P_g \) as the best position of all individuals;
   d. For each individual \( w \in W \);
      i. Set \( P_w \) as the best position of individual \( w \) in comparison with its predecessors;
      ii. Compute number of seeds of \( w \), corresponding to its fitness;
      iii. For each seed \( s \);
         1) Calculate the velocity according to (4);
         2) Update the position according to (5);
      iv. Randomly distribute generated seeds over the search space with normal distribution around the parent plant \( w \);
   v. Add the generated seeds to the solution set, \( W \);
   e. If \(|W| = N > p_{\text{max}}\);
      i. Sort the population \( W \) in descending order of their fitness;
      ii. Truncate population of seeds with smaller fitness until \( N = p_{\text{max}} \);
3. Next \( \text{iter} \);

Fig. 1 – Pseudocode for IWO/PSO algorithm
that in IWO, colonization imposes considerable amount of exploitation, and employing PSO and IWO without adding any exploration operator like random distribution of seeds decreases the diversity in the algorithm. Moreover, there is another possible approach for distribution of the seeds in which the seeds are distributed randomly and then the movements are performed by (4) and (5). We tried this approach either, and unsatisfactory results were obtained. In fact, all the seeds after being randomly distributed move toward the best members, and so this algorithm doesn’t help to increase the diversity, and it is easily trapped in local optima.

In our hybrid algorithm, we consider two cases for reproduction. In IWO, the number of seeds for each plant increases linearly proportionate to its fitness in the population. Although this mechanism seems intuitive at first, but there is no strong and perfect reasoning for that, especially when there is a competitive exclusion in the next step, i.e., considering the elimination process applying to the plants with worse fitness, these individuals must have more chance to produce offspring with better fitness to survive. This approach can also be observed in nature among bacteria when they start the process of sporulation in nutritional stress as a survival mechanism \[12\], \[14\], \[33\]. This view makes more sense when a straightforward technique for fitness improvement and surviving is existed by following the best individuals in the population which is the procedure provided in IWO/PSO algorithm.

To use the best approach in our proposed algorithm, an experiment is performed in which the two above-mentioned cases are compared. The results for this experiment are presented in Table 1. The first case is the mechanism that the number of seeds and the fitness are proportionate and the second case is when they are disproportionate. Table 1 shows that the second case outperforms the first case in optimality of the solutions. As the number of function evaluation for the two cases with the same parameters are different for some of the instances in this experiment (i.e., evaluation number for the second case is greater than the first case’s), comparison between the two cases might be imperfect. So, Table 1 also provides some other instances with nearly equal evaluation number to make logical inferences.

The transient behavior of the two cases might help us to have better understanding of their routine. Evolutionary process for these two cases is demonstrated in Fig. 2. Note that the average number of function evaluation for both cases is roughly set to be equal in this experiment to have a fair comparison. It can be observed that convergence of the first approach is faster at first, however in the vicinity of the optimal point, the second approach has better progress. The reason for this behavior might be as follows: in the first case, colonization around the best solutions helps to have bigger steps toward the optimal area at first generations, while in the optimal area, immediate exclusion of the worst individuals decreases exploration in this area, degrades diversity and leads to immature convergence.

![Fig. 2 – Comparison between two approaches for computing the number of seeds (the results are averaged over 20 runs):](image)

**Table 1. Comparison Between the two Cases for Reproduction Process**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{max}$</td>
<td>$t_{max}$</td>
<td>$s_{min}$</td>
<td>$s_{max}$</td>
<td>$p_{max}$</td>
</tr>
<tr>
<td>40</td>
<td>300</td>
<td>1</td>
<td>3</td>
<td>0.0138</td>
</tr>
<tr>
<td>50</td>
<td>300</td>
<td>1</td>
<td>3</td>
<td>0.0130</td>
</tr>
<tr>
<td>60</td>
<td>200</td>
<td>1</td>
<td>3</td>
<td>0.0137</td>
</tr>
<tr>
<td>40</td>
<td>200</td>
<td>1</td>
<td>3</td>
<td>0.0191</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>1</td>
<td>3</td>
<td>0.0165</td>
</tr>
<tr>
<td>40</td>
<td>200</td>
<td>1</td>
<td>4</td>
<td>0.0184</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>1</td>
<td>3</td>
<td>0.0228</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>1</td>
<td>3</td>
<td>0.0369</td>
</tr>
<tr>
<td>60</td>
<td>300</td>
<td>1</td>
<td>3</td>
<td>0.0183</td>
</tr>
<tr>
<td>60</td>
<td>200</td>
<td>0</td>
<td>3</td>
<td>0.0240</td>
</tr>
<tr>
<td>60</td>
<td>200</td>
<td>0</td>
<td>5</td>
<td>0.0382</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0</td>
<td>5</td>
<td>0.0512</td>
</tr>
<tr>
<td>60</td>
<td>300</td>
<td>0</td>
<td>3</td>
<td>0.0324</td>
</tr>
</tbody>
</table>

**D. Parameter Settings**

Despite the numerous advantages of IWO/PSO algorithm, it has many parameters to be tuned, comparing with algorithms like PSO. Although our simulations show robustness for parameters selection, however, it seems somehow challenging for a practitioner to set the parameters effectively. In this section, we present some guidelines for tuning the parameters and compare them with those in PSO and IWO.

![Fig. 2 – Comparison between two approaches for computing the number of seeds (the results are averaged over 20 runs): Number of seeds is proportionate to fitness (1st case). Number of seeds is disproportionate to fitness (2nd case)](image)
\(c_2 \in [0, 0.5])\). Furthermore, comparing with IWO, in IWO/PSO we have more deliberate strategy (not just a random distribution as in IWO) to reproduce the next population so we can have more number of seeds in each iteration and also we can start the algorithm with a smaller standard deviation. In addition, as described in previous section, in our proposed algorithm, number of seeds is disproportionate to fitness in reproduction process, so the trace of some valuable particles may vanish after a number of iterations. To come up with this problem, we suggest that \(S_{\text{min}}\) is set to 1, so each particle will have a representative in next population that is probably better than itself. Finally, like IWO, speed of convergence for the algorithm can be set by \(n\) or \(\text{iter}_{\text{max}}\). But, although increase of \(n\) or decrease of \(\text{iter}_{\text{max}}\) makes a fast convergence, however the possibility of trapping in local optima also increases.

III. SIMULATION STUDIES

A. Comparing IWO/PSO with Five Recent Evolutionary Algorithms

To evaluate performance of the proposed algorithm, Griewank function (6) is considered as a benchmark and the simulation results are compared with results of five evolutionary algorithms (EAs): Particle Swarm Optimization (PSO), Invasive Weed Optimization (IWO), Genetic Algorithms (GAs), Memetic Algorithms (MAs), and Shuffled Frog Leaping (SFL). Which were reported in [19] and [34]. As it is mentioned in [19], it was tried to find the best possible parameters for the above-mentioned algorithms to have a reasonable comparison and providing guidelines for determining the best operators for each algorithm.

\[
f(X) = 1 + \sum_{i=1}^{N} \frac{x_i^2}{4000} - \prod_{i=1}^{N} \cos \left( x_i / \sqrt{1+i} \right) \tag{6}
\]

Simulation results for Griewank function with 10 and 20 dimensions which are declared to be more complex than the other standard dimensions of this function are provided in Table 2. It shows that the hybrid algorithm outperforms all the other algorithms, including its components which are IWO and PSO. In simulation of IWO/PSO and IWO, the process stopped when maximum allowable iteration was reached, but for other EAs, a different termination criterion was used in [34]. The parameters for the best results, i.e., one with the best solution and one with less evaluation number but a suboptimal solution are listed in Table 3.

To illustrate the transient performance of IWO/PSO algorithm, trace of mean objective values of Griewank10 for 20 runs is depicted in Fig. 3. Obtaining Comparable results, parameters for all three algorithms are tuned so that the evaluation number of the objective function is roughly the same for all of them and is equal to \(\sim 20000\).

![Fig. 3 – Optimization process of the Griewank10 for IWO, PSO, and IWO/PSO](image-url)
B. Comparing IWO/PSO with Optimized PSO and Fast PSO

For evaluating the computational cost and also the optimality of the proposed algorithm another simulation is performed. In this process, IWO/PSO is used to optimize another benchmark, Rastrigin function (7), which is known as a challenging benchmark. Results are compared with those in [35] and [36] which were pursuing for optimized and fast PSO, respectively. In [35], an Optimized Particle Swarm Optimization (OPSO) is introduced in which the optimal parameters of the swarms are calculated with a number of super swarms. The results of our simulation and the ones reported in [35] are provided in Table 4. It is shown that IWO/PSO has much better results than Standard type PSO, Construction type PSO, and even Optimized PSO. In [35], the number of particles was set to 20 and the maximum number of iterations was set to 1000, so the maximum evaluation number of the objective function was 20000. For this reason, the parameters of IWO/PSO in our simulation are tuned to have approximately the same number of function evaluation. The parameter settings for this experiment are provided in Table 5.

\[ f(X) = \sum_{i=1}^{N} (x_i^2 - 10 \cos(2\pi x_i) + 10) \]  

Table 5. IWO/PSO parameters value for comparison with SPSO, CPSO, and FPSO

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>10</td>
<td>( \sigma_{\text{init}} )</td>
<td>0.01</td>
</tr>
<tr>
<td>( P_{\text{max}} )</td>
<td>100</td>
<td>( x_{\text{init}} )</td>
<td>[-5.12,5.12]</td>
</tr>
<tr>
<td>( P_{\text{max}} )</td>
<td>60</td>
<td>( c_1 )</td>
<td>0.5</td>
</tr>
<tr>
<td>( S_{\text{max}} )</td>
<td>5</td>
<td>( c_2 )</td>
<td>2</td>
</tr>
<tr>
<td>( S_{\text{min}} )</td>
<td>1</td>
<td>( \omega )</td>
<td>0.7</td>
</tr>
<tr>
<td>( n )</td>
<td>3</td>
<td>( V_{\text{max}} )</td>
<td>4</td>
</tr>
<tr>
<td>( \sigma_{\text{init}} )</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In [36], a new Fast Particle Swarm Optimization (FPSO) is proposed in which traditional and additional convex combination methods are used to estimate objective values of the child swarms, decreasing the evaluation number for convergence and hence speeding up the optimization process. Here, we compare the results of IWO/PSO algorithm, both in the case of objective value and average number of function evaluation for Rastrigin function with those reported in [36]. The simulation results of Rastrigin function with 30 dimensions are depicted in Table 6, and the IWO/PSO parameters for this study are shown in Table 7. From Table 6 it can be seen that with approximately the same number of function evaluation, IWO/PSO outperforms SPSO and also different types of FPSO.

IV. ADAPTIVE CONTROL OF A SURGE TANK

In [19], the authors introduced Invasive Weed Optimization as a robust algorithm and showed its performance to design a robust controller. As discussed in former sections, IWO/PSO algorithm is a fast and efficient algorithm in which the parameters can be set so that a fairly acceptable fitness is achieved after a limited number of iterations. This characteristic suggests an outstanding mechanism for online processing and computation, and so it can be employed for fast identification and adaptation in dynamic systems. Biomimicry of bacterial foraging to estimate models in adaptive control was discussed in [8]. In this section, we design the same controller as reported in [8], using IWO/PSO for tuning the multiple identifier models [37], and demonstrate the efficiency of IWO/PSO algorithm for searching in the parameter space both in the case of optimality and speed.

Table 6. Simulation results of Rastrigin30 Optimization for comparison with SPSO and FPSO

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard type PSO (SPSO)</td>
<td>31.10</td>
<td>8.98</td>
<td>500000</td>
<td>0</td>
<td>499800</td>
</tr>
<tr>
<td>IWO/PSO</td>
<td>29.42</td>
<td>7.53</td>
<td>105043</td>
<td>99165</td>
<td>400635</td>
</tr>
<tr>
<td>FPSO3</td>
<td>28.26</td>
<td>8.31</td>
<td>98105</td>
<td>70653</td>
<td>429147</td>
</tr>
<tr>
<td>FPSO4</td>
<td>31.55</td>
<td>8.59</td>
<td>19189</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Equation (8) shows the nonlinear model of a surge tank for liquid level control. \( h(t) \) is liquid level
(saturated), \( u(t) \) is the input (saturated), \( c \) and \( d \) are the constants and \( A(h(t)) = [ah(t) + b] \) is the unknown tank cross-sectional area in which \( a \) and \( b \) are also constants. Each identifier model is an affine mapping (i.e., \( \alpha(t) + \beta(t).u(t) \)) that matches plant nonlinearities. Using IWO/PSO, the identifier model parameters represent the particle’s position. The cost function is defined to be the sum of squares of \( N=100 \) past identifier error (error between the model output and the plant output), for each identifier model.

\[
\frac{dh(t)}{dt} = \frac{-d\sqrt{2gh(t)}}{A(h(t))} + \frac{c}{A(h(t))}u(t)
\]  

(8)

At each step, the best model is selected and used in a standard certainty equivalence approach for controller design. This approach is similar to indirect genetic adaptive control approaches [38], and direct adaptive control strategies can be investigated using the mechanism in [39] and [40]. Considering the discretized model of the system, we use our algorithm to optimize the cost function over the time like the process described in [8].

The tracking performance and the best cost are shown in Fig. 4 and Fig. 5. In Fig. 4, a small population is recruited (approximately equal to the population size in [8]) for fast adaptation. It can be observed that acceptable tracking is achieved after only ten seconds (100 iteration as the sampling time is 0.1 sec), and also the cost decreases over the whole process. In Fig. 5, more individuals are used and so complexity of the process is increased, but it is evident that precision and accuracy of the estimator and the controller is much better than the previous experiment. Note that the results for the simulation in [8] are also depicted in Fig. 6.

V. CONCLUSION

IWO/PSO is a numerical stochastic optimization algorithm which comprises some intelligent natural behaviors of biological systems like swarming, collaborative communication, colonization, and competition. The efficiency of IWO/PSO is surveyed by comparing it with recent evolutionary algorithms through a set of well-known multi-dimensional benchmark functions. The simulations indicate that the proposed algorithm has outstanding performance in speed of convergence and precision of the solution for global optimization, i.e., it has the capability to come up with non-differentiable objective functions with a multitude number of local optima in a reasonable time limit. Finally, IWO/PSO is employed for optimization of an engineering problem and its applicability is demonstrated in excellent estimation of the parameters for identifier models and accurate control of the system.

Based on fast convergence of this algorithm and its ability for switching between exploration and exploitation, it is suggested to use this algorithm for machine learning and other applications that need real-time processing of the information.
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