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The recent two years have witnessed an explosion of a new generation of livecast services, represented by Twitch.tv, GamingLive, and Dailymotion, to name but a few. With such a livecast service, geo-distributed Internet users can broadcast any event in real-time, e.g., game, cooking, drawing, etc., to viewers of interest. Its crowdsourced nature enables rich interactions among broadcasters and viewers, but also introduces great challenges to accommodate their great scales and dynamics. To fulfill the demands from a large number of heterogeneous broadcasters and geo-distributed viewers, expensive server clusters have been deployed to ingest and transcode live streams. Yet our Twitch-based measurement shows that a significant portion of the unpopular and dynamic broadcasters are consuming considerable system resources; in particular, 25% of bandwidth resources and 30% of computational capacity are used by the broadcasters who do not have any viewers at all. In this article, through the real-world measurement and data analysis, we show that the public cloud has great potentials to address these scalability challenges. We accordingly present the design of Cloud-assisted Crowdsourced Livecast (CACL) and propose a comprehensive set of solutions for broadcaster partitioning. Our trace-driven evaluations show that our CACL design can smartly assign ingesting and transcoding tasks to the elastic cloud virtual machines, providing flexible and cost-effective system deployment.
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1 INTRODUCTION

Empowered by the high-performance personal devices (e.g., desktop PCs and mobile phones) and high-speed communication networks (e.g., optical networks and LTE), the paradigm of...
live streaming service has shifted from the conventional single source, to multi-source, to many sources, and now toward crowdsource [17], where the available media sources for the content of interest become highly diverse and scalable. In recent years, crowdsourced livecast has emerged as a powerful and popular streaming service over the Internet [9]. Such livecast services as Twitch.tv¹ (or Twitch for short), GamingLive², and Dailymotion³, allow Internet users to broadcast cooking shows, costume design, music-making, game playthrough⁴, etc., attracting an increasing number of viewers around the world. One recent report from Twitch⁵ revealed that more than 30,000 broadcasters stream game playthrough on Twitch simultaneously and over 10 billion messages are delivered by its live chatting service a day. To accommodate the growing number of broadcasters and viewers, Twitch is aggressively expanding dedicated servers clusters into high-demand areas⁶. Currently, it has 31 service regions (i.e., ingesting regions) across five continents⁸.

To better understand the challenges and opportunities therein, we have closely monitored 1.5 million broadcasters and 9 million streams within one month on Twitch. We find that, despite the success of numerous celebrities, there indeed exist many more broadcasters who have very few or even no viewers. These unpopular broadcasters have irregular schedules, starting or terminating their broadcast programs at any time. They have created highly dynamic workloads to the Twitch’s servers and consumed a significant amount of valuable server resources continuously. In particular, over 25% of the bandwidth resources and over 30% of the computational capacity are used to host the broadcasters with no any viewer at all. These unpopular broadcasters are not only in greater numbers, but also harder to be managed with the irregular schedules and resource consumptions. They are not yet considered in the optimization of existing streaming systems, making the optimal resource allocation quite challenging.

Previous studies have shown the potentials of public clouds in accommodating the dynamic patterns of workloads [15][18]. The technical report from Twitch, however, revealed the weakness of completely employing public clouds in terms of the higher expense, the latency concerns, and the inflexible management⁹. We, therefore, explore the feasibility of using dedicated servers and public clouds cooperatively. Through a series of measurements based on Amazon EC2¹⁰ (EC2 for short) and PlanetLab¹¹ nodes, we find that public clouds can provide comparable performance in the ingesting and transcoding steps. Yet given the existence of different service regions, how to assign the broadcaster to the regions with minimum operation costs remain challenging.

In this article, we present CACL (Cloud-assisted Crowdsourced Livecast), a generic framework that facilitates a cost-effective migration for broadcasters’ workloads. In this framework, we first design a stability index (s-index) to characterize a broadcaster’s degree of stability in the workload patterns. Then, we formulate and solve the resource allocation

¹www.twitch.tv, owned by Amazon.com in September, 2014.
²www.gaminglive.tv
³www.dailymotion.com
⁴When game players play games, they also broadcast the monitor contents from their game devices to fellow viewers with the real-time comments.
⁵https://blog.twitch.tv/twitch-engineering-an-introduction-and-overview-a23917b71a25#.87r28fv6u
⁸https://twitchstatus.com/
¹⁰https://aws.amazon.com/ec2
¹¹https://www.planet-lab.org/
problems in ingesting and transcoding steps, considering the diverse capacities and expenses in different regions. Trace-driven evaluations show that our proposed solutions migrate up to 59.9% of workloads from the dedicated servers to the public cloud and reduce about 20% of leasing cost compared with other cloud-assisted strategies. The remainder of this article is organized as follows. We introduce the background of crowdsourced livecast systems in Section 2. We present the Twitch-based measurement and emphasize the challenge of handling unpopular broadcasters in Section 3. We introduce the EC2-based measurement and propose the CACL framework in Section 4. We formulate and solve the resource allocation problem in Section 5. The trace-driven simulations evaluate the performance of our design in Section 6. After the discussion of related work in Section 7, we conclude our work and further offer some potential research directions in Section 8.

2 BACKGROUND

In this section, we briefly introduce the system diagram of crowdsourced livecast platforms. As shown in Figure 1, two main services, streaming service and chatting service, jointly serve the geo-distributed broadcasters and fellow viewers. In the former, broadcasters’ devices (i.e., sources) send encoded streams to the service provider’s ingesting servers, using TCP-based protocols, e.g., Real Time Messaging Protocol (RTMP)\(^{12}\), to maintain the low-latency communication. Then, the streams are transcoded to multi-quality formats, e.g., HTTP Live Streaming (HLS)\(^{13}\), and delivered to fellow viewers through Content Delivery Networks (CDNs). In the latter, a set of chatting servers receive the viewer’s live messages, and then dispatch the messages to the corresponding broadcaster and other viewers, enhancing the participants’ experience and interaction in live events.

For example, the crowdsourced game stream “TwitchPlaysPokemon”\(^{14}\), as shown in Figure 2a, offered the live stream and emulator for the game “Pokemon Red”\(^{15}\), in which players (also as the viewers in Twitch) simultaneously send the control messages of Pokemon through the IRC (Internet Relay Chat) protocol and live messages in Twitch. That said, the viewers are no longer passive, but can affect the progress of the broadcast as well.

\(^{13}\)https://en.wikipedia.org/wiki/HTTP_Live_Streaming
\(^{14}\)https://en.wikipedia.org/wiki/Twitch_Plays_Pokemon
\(^{15}\)Pokemon Red is a role-playing video game.
This truly crowdsourced game streaming attracted more than 1.6 million players and 55 million viewers. Figure 2b demonstrates another typical livecast example, in which four broadcasters are playing Super Mario Maker\textsuperscript{16}. We split this streaming screenshot into five areas. Four players’ games are rendered in area #1-#4, respectively. The viewers can discuss the broadcasters’ game operations in the chatting window in area #5. It is worth noting that the broadcasters and viewers can be highly heterogeneous and dynamic, who can have quite different hardware and software configurations, and may join or leave the system at will. The broadcasters’ popularity varies significantly as well. “TwitchPlaysPokemon” has attracted more than 72 million viewers\textsuperscript{17}; yet many broadcasters have only one or two viewers, or even none.

\textsuperscript{16}Super Mario Maker is the evolution version of the classic video game Super Mario Bro.

\textsuperscript{17}https://www.twitch.tv/twitchplayspokemon
3 Measurements of Crowdsourced Livecast: Twitch as a Case Study

In this section, we try to answer the following questions: how many unpopular broadcasters exist in real crowdsourced livecast systems? And, what is the underlying impacts of those unpopular broadcasters on the platform performance? We closely investigate the broadcasters’ workloads and the corresponding resource consumptions using the crawled data from Twitch, the largest commercial crowdsourced livecast platform\textsuperscript{18}.

3.1 Twitch-based Datasets

The crawled data are continuously collected from Twitch every five minutes in a one-month period (Feb. 1st-28th, 2015). Through the official APIs\textsuperscript{19}, our multi-threaded crawler\textsuperscript{20} obtained information from each broadcaster and the official system dashboard\textsuperscript{21}. We retrieved both the broadcaster dataset and stream dataset from it\textsuperscript{22}. We have excluded certain outliers\textsuperscript{23} from the two datasets. A brief explanation is as follows:

- in broadcaster dataset: each trace collects the total number of views and other statistics such as the device type (PC, XBox, or PS4), partner status\textsuperscript{24} and the playback bitrate and resolution of source quality, for a total of more than 1.5 million broadcasters (2% outliers have been eliminated).
- in stream dataset: each trace records the number of viewers every five minutes and other properties including the start time, duration, game name, etc., for a total of more than 9 million streams (0.3% outliers have been removed).

3.2 Characteristics of Crowdsourced Live Broadcasters

Broadcasters can stream their game playthroughs from XBox, PS4, and PC/Laptop. XBox and PS4 connect to Twitch’s ingesting servers through built-in applications directly, and PC/Laptop captures the live contents from the monitor by various hardware (e.g., Roxio Game Capture HD Pro) or software (e.g., XSplit\textsuperscript{25} and OBS\textsuperscript{26}). We measure the percentage of each type of devices in the broadcaster dataset. The result shows that: the most popular device is PC/Laptop, at 65%-85%; the second is PS4, at 5%-25%; the third is XBox, at 5%-15%. Figure 3 exhibits the proportion of three types of devices during one day.

In our broadcaster dataset, we also record the time when each broadcaster starts, so we can closely examine the inter-arrival time and arrival rate of the broadcasters during the one-month period. Figure 4 plots the Probability Density Function (PDF) of broadcasters’ inter-arrival time. As can be seen, the inter-arrival time of more than 60% of XBox broadcasters is less than two seconds. The percentages are 75% and 90% in PS4 and PC/Laptop, respectively.

\textsuperscript{18}http://marketingland.com/marketers-paying-attention-twitch-202984
\textsuperscript{19}http://dev.twitch.tv/
\textsuperscript{20}Our multi-threaded crawler does not need Twitch’s API client-ID and avoids the limitation for the maximum number of objects to return in each request.
\textsuperscript{21}The official system dashboard provides the statistics of current broadcasters, viewers, and games. Link: https://stats.twitchapps.com/
\textsuperscript{22}The multi-threaded crawler and data are available at: https://clivecast.github.io/
\textsuperscript{23}We remove a broadcaster or a stream from the datasets, if its trace is incomplete due to network outage or other connection/terminal problems.
\textsuperscript{24}There are two types of broadcasters: partner and non-partner. Twitch enables quality options for partners, whose viewers can select the preferred streaming quality from the source quality (1080p) to 720p, 540p, etc.
\textsuperscript{25}https://www.xsplit.com/
\textsuperscript{26}Open Broadcaster Software, https://obsproject.com/
respectively. Note that a Poisson Distribution can be used to fit the inter-arrival time of three platforms with different parameters $\lambda$.

Figure 5 shows the PDF of broadcasters’ arrivals per minute. The crawled data in three types of devices show similar distributions, which exhibit two peaks. These peaks are mainly caused by the daily pattern of broadcasters. In particular, the whole streaming system has the lowest workloads at midnight and the highest at noon; therefore, the first peak is generated by the midnight workloads, and the second peak is caused by the noon workloads in this figure. Besides, this figure also illustrates the different activities of broadcasters in different types of devices. For example, the arrival peaks on the XBox platform are only 12 and 41 arrivals per minute, which is greatly lower than for the other two platforms. This finding also proves the significant disparity of the inter-arrival time in three types of devices in Figure 4 as well. The arrival PDF can be fitted by a bimodal distribution, which is a mixture of two normal distributions. The parameters are also shown in Figure 5, in which “N&N” indicates that the fitting curve is a component of two normal distributions with parameters $(p, \mu_1, \mu_2, \sigma_1, \sigma_2)$. Parameter $p$ determines the weight of the two normal distributions (i.e., the first normal distribution has a weight $p$, and the second one has a weight $(1 - p)$, $0 < p < 1$). $\mu_1, \mu_2$ show the means, and $\sigma_1, \sigma_2$ show the standard deviations.
3.3 Effects of Crowdsourced Live Events

Crowdsourced livecast enables event-related live streamings with different broadcasters. For example, five players in one e-sports competition not only cooperatively play a game, but also simultaneously broadcast their game playthroughs to fellow viewers. These streams may be ingested by different streaming servers, and show the distinct contents for this e-sports competition. These event-related live streams not only have the event-based correlation, but also exhibit the broadcaster-related differences. We first use the broadcasters’ names and game types to find these event-related live streams, and then explore their characteristics. Figure 6a plots the number of live events during one month. We can find that live events exist in all data traces. Moreover, they attract up to 52% of total viewers in our dataset, as shown in Figure 6b. If viewers switch live streams among these broadcasters to select a preferred perspective, the extra latency will impact on the viewers’ QoE. As such, we consider the event-related feature in the problem formulation and optimization in Section 5.
3.4 Popularity of Crowdsourced Live Broadcasters

We then focus on the distribution of broadcaster’s popularity, which is a key feature in previous studies for multimedia systems [4][13], and is also critical to answer our first question. We plot the highest number of concurrent viewers against the rank of the broadcasters (in terms of the popularity) in log-log scale in Figure 7. From this figure, we observe that the popularity of those broadcasters well exhibits a Zipf’s pattern. We further find that there exists such a high skewness, that is, the top-3% popular broadcasters account for about 80% of total viewers at the peak time. Another interesting finding is that 90% of the broadcasters only attract less than 8 viewers (labeled on the small figure in Figure 7) even at their peak time. Based on these findings, if the peak number of concurrent viewers in all live streams of a broadcaster is less than 8, we assume that this broadcaster is unpopular and their streams are also unpopular.

3.5 Dynamics of Crowdsourced Live Broadcasters

In the stream dataset, the unpopular streams account for 89.5% of all streams. We next try to answer two critical questions: (1) How long are these unpopular streams? (2) Is there any difference between popular and unpopular streams in terms of live duration? We compare the distribution of their duration with the popular streams, as shown in Figure 8. This figure shows that the duration of about 80% of unpopular streams is less than 83 minutes. Because the number of unpopular streams is quite large (about 8.13 million), these unpopular streams could occupy the resources frequently and dynamically in the dedicated servers. We also calculate the total duration of all unpopular streams in one month to be nearly 830 years, while the total duration of popular streams is only 310 years. A huge amount of resources is not utilized effectively.

We also plot the PDF of the broadcasters’ arrivals per five minutes in Figure 9. This figure shows that the arrivals of the popular broadcasters are clearly lower than 300, while the unpopular broadcasters’ arrivals have a considerable range from 400 to 1800. To illustrate the differences between the two types of broadcasters, we plot two typical broadcasters’ activities during ten days in Figure 10a and 10b. Figure 10a illustrates that broadcaster

Due to the space limitation, only four date labels are displayed.

We use the coefficient of determination, denoted $R^2$, to illustrate how well our measured data fit the Zipf’s law.

A has a regular schedule with a stable live duration, attracting a large number of viewers. Figure 10b shows that the broadcaster B attracts a few viewers, but consumes the dedicated resources continuously with the irregular schedule. Due to the frequent arrivals and irregular resource consumption, it is necessary to optimize the dynamic workloads of these unpopular broadcasters in current crowdsourced livecast systems.

### 3.6 Challenges of Hosting Unpopular Broadcasters

To understand the challenges in hosting these unpopular broadcasters, we use the playback bitrate and resolution in the broadcaster dataset to estimate the consumption of bandwidth/computational resources of live streams. The estimation is based on the work in [2], which provides the empirical CPU cycles measurements under different transcoding settings. Figure 11 shows the proportion of bandwidth/computational consumption of two types of
broadcasters when they stream live content to ingesting servers on Feb 14th/15th, 2015. The broadcasters who do not have any viewers consume about 25% of bandwidth resources and 28% of computational resources. In the meantime, about 33% of bandwidth resources and 31% of computational resources are consumed by the broadcasters who only have less than 8 concurrent viewers. Note that these broadcasters only attract less than 5% of online viewers.

4 CACL: ARCHITECTURE AND DESIGN

The results from the Twitch-based measurement have illustrated that the dedicated resources are not utilized effectively and motivated us to design a new crowdsourced livecast framework. In this section, we first examine the feasibility of migrating certain workload to public clouds through an EC2-based measurement, and then present the architecture of our Cloud-assisted Crowdsourced Livecast (CACL) design, which targets on mitigating the impacts of current dynamic, unpredictable, and irregular workloads cost-effectively.

4.1 EC2-based measurement

Due to the elastic resource provisioning and cost-effective scaling, public clouds have been proven to be an effective complement of dedicated servers for streaming services [1]. For instance, Netflix, the major streaming provider in America, has migrated its streaming infrastructures to Amazon EC2 (EC2 for short) and the storage of master film copies to Amazon S3 (Simple Storage Service) since 2010. For crowdsourced livecast, it remains to identify which workloads to be migrated to the public cloud without sacrificing the QoE of viewers. We next conduct the measurements to investigate this problem based on Amazon EC2 and PlanetLab nodes. We focus on the Round-Trip Time (RTT) between broadcasters and ingesting servers because this metric is mainly used to test the ingesting performance in the broadcasting software (e.g., OBS).

To compare the ingesting performance (i.e., RTT) between the dedicated servers and the public clouds, we deploy eight ingesting servers on EC2 using m3.medium instances
with Ubuntu 14.04\(^{29}\) and Nginx-RTMP module\(^{30}\). Similar to Twitch’s dedicated ingesting servers, these EC2 instances, which are located at eight locations (Virginia, Tokyo, Ireland, etc.), can receive/transcode live streams using Nginx-RTMP module and deliver them to geo-distributed viewers. We also set up 224 PlanetLab nodes (the maximum number of available nodes during our study) to run as the broadcasters and measure the performance of the ingesting connection between these broadcasters and ingesting servers, as shown in Figure 12. We measure the RTTs between 224 PlanetLab nodes and 26 ingesting servers (18 in Twitch\(^{31}\) and 8 on EC2) and acquire the following results.

4.1.1 Round-trip Time. Figure 13 shows the RTT comparison for the Twitch and EC2 cases. We can observe that about 60% of broadcasters in the Twitch-best case have a quite low RTT (less than 35 ms), but the disparity between the two best cases is quite small, as shown in the small figure in Figure 13. Moreover, nearly 40% of broadcasters can enjoy a lower connection latency (with the maximum up to 150 ms) when they choose EC2 instances as the preferred ingesting servers. We also compare the worst cases and find that the RTTs in the EC2-worst case are very similar to the results in the Twitch-worst case, which means that EC2 instances do not increase RTTs significantly even in the worst situations. We, therefore, can use EC2 instances to ingest broadcasters’ live streams with the comparable performance. Note that the ingesting step is only the first part of livecast services, we still need to consider the broadcast latency, which reflects the viewers’ QoE directly.

4.1.2 Broadcast Latency. Our previous work defined two types of latencies in crowdsourced livecast platforms [21]: (1) broadcast latency: the time lag of a live event when viewers watch the live streaming from the source. (2) live messaging latency: the time difference when a message is sent from a viewer to other viewers. The viewers are more sensitive to broadcast latency, because the disparity between broadcast latency and live messaging latency will affect viewers’ QoE in terms of the participation and discussion.

\(^{29}\text{http://releases.ubuntu.com/14.04/}\)
\(^{30}\text{https://github.com/arut/nginx-rtmp-module}\)
\(^{31}\text{Twitch had only 18 ingesting regions during our study.}\)
To measure the broadcast latency on public clouds, we lease two types of instances (m3.medium and m3.large) from Amazon's Oregon data-center. We deploy a PC (Dell

---

We lease on-demand instances. The configuration and price are m3.medium: 1vCPU, 2.5GHz, Xeon E5-2670v2, 3.75G memory, $0.067/h; m3.large: 2vCPUs, 2.5GHz, Xeon E5-2670v2, 7.5G memory, $0.133/h
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7010) with OBS as the broadcaster’s device and a laptop (Samsung NP355V5C) with VLC\(^{33}\) as the viewer’s device in a campus network. We stream the active window of a stopwatch application from the broadcaster’s PC to the instance and play this live stream on the viewer’s laptop. To calculate the time difference, i.e., broadcast latency, between them, we set up a camera to record two monitors at the same time. The transcoding settings are Source quality (i.e., 1080p, 3200kbps), 720p (1500kbps), 480p (800kbps), 360p (500kbps), and 228p (200kbps). We plot the results in Figure 14 with the average values and standard deviations. Figure 14a and 14b show the broadcast latency and CPU usage on the m3.medium instance in different transcoding settings. We can observe that this instance cannot transcode the source RTMP stream to 1080p and 720p HLS streams due to the overloaded CPU. Yet it can process another three workloads very well and acquire the lower broadcast latency (about 5 seconds) than Twitch, which suffers from more than 10 seconds broadcast latency during live events\(^{21}\). Because another m3.large instance has two vCPUs\(^{34}\), it has better performance, as shown in Figure 14c and 14d. From Figure 14c, we observe that all broadcast latencies of various settings are decreased to about 5 seconds with the sufficient computational capacity. From Figure 14d, we find that only the 1080p transcoding task uses the computational resources of more than one vCPU. In summary, the transcoding workloads can be migrated from dedicated servers to public clouds, provided that the instances are carefully selected without increasing the broadcast latency.

4.2 CACL Architecture

The livecast broadcasters constantly utilize the streaming service, any interruption will remarkably affect viewer’s QoE. Besides, crowdsourced live events, in which several broadcasters simultaneously start live streams, have a more stringent restrictions on broadcast latency.

To overcome these challenges, our design aims to systematically optimize the following three steps, as shown in Figure 15: (1) Initial Offloading, for the broadcasters who already have historical activities, including the duration and schedule information of live streams, the system assigns an ingesting region to them from public clouds or dedicated servers according to their stability index. (2) Ingesting Redirection, based on the broadcasters’ popularity, the system allocates a proper ingesting area and redirects the broadcasters’ workloads; (3) Transcoding Schedule, the system considers the broadcasters’ resource consumption and the transcoding capacities in different service regions during the workload migration. Step 2 and 3 have to be designed together, because once a broadcaster’s workload is offloaded to a certain ingesting region, the corresponding transcoding workload has to be processed in the same region to reduce the broadcast latency.

\(^{33}\)VLC is a free and open source multimedia player and framework, http://www.videolan.org/vlc/index.html

\(^{34}\)Each of vCPUs is a hyperthread of an Intel Xeon core
4.3 Initial Offloading

In the CACL framework, the first challenge is how to allocate a proper ingesting server to the broadcasters at the beginning of live-broadcast. We introduce a stability index (s-index) to calculate a broadcaster’s degree of stability: an s-index close to zero means the broadcaster is highly dynamic and close to 1 means it is likely stable and has a regular broadcasting schedule. The s-index depends on the duration and schedule of a broadcaster’s historical streams. For one broadcaster \( b \) who has activities in recent \( n \) days (\( n \geq 2 \)), we first divide the \( i \)th day to \( m \) equal time slots, each time slot \( j \) has a value \( d_{i,j} \) is a binary variable that indicates whether \( b \) has a live stream in current time slot. As such, we can use \( \text{SI}(b) \) to check whether the broadcaster \( b \) regularly consumes the bandwidth/computational resources in recent \( n \) days.

\[
\text{SI}(b) = \begin{cases} 
\frac{1}{n} \sum_{i=2}^{n} \frac{\sum_{j=1}^{m} d_{i,j} d_{i-1,j}}{\sum_{j=1}^{m} d_{i-1,j}} & \text{if } \sum_{j=1}^{m} d_{i-1,j} \neq 0 \\
0 & \text{otherwise}
\end{cases}
\] (1)

Given the s-index \( \text{SI}(b) \) of a broadcaster \( b \), a straightforward way to give the offloading decision is to set a threshold \( H \): if \( \text{SI}(b) \geq H \), broadcaster \( b \) will be assigned to the ingesting servers in dedicated servers, otherwise, to public clouds. Using a firm threshold, however, suffers from the following drawback: if the dedicated servers have a massive amount of spare resources, leasing the instances on public clouds to specifically ingest unpopular workloads will not be cost effective. We solve this problem by updating the value of \( H \) to the average of existing broadcasters’ \( \text{SI} \) per time slot. Followed by the growth of broadcasters, more and more stable broadcasters will be ingested into dedicated servers, and the dynamic broadcasters are offloaded to public clouds. We will evaluate the effectiveness of s-index in Section 6. In the next section, we first propose the problem formulations of Ingesting Redirection and Transcoding Schedule, and then propose the cost-effective solution through the heuristic algorithms.

5 PROBLEM FORMULATION AND SOLUTION

Due to the significance of broadcast latency for viewers’ QoE, there have been lots of studies on latency minimization for the conventional streaming system, mainly focusing on the transcoding efficiency inside the transcoding servers \([12][14][2]\). Nevertheless, the latency of user’s interaction in crowdsourced livecast systems poses a stringent constraint in the ingesting and transcoding stages of live streams, not to mention the interactions in the live event. Considering the crowdsourced live events and latency disparity, we take the decrease of broadcast latency as our objective and propose a formal description of this optimization problem. Because the broadcasters are highly dynamic, our design is based on the broadcaster’s popularity in real-time.

5.1 Basic Model with Ingesting Latency

We first focus on a basic model to optimize the ingesting latency in our CACL framework cost-effectively. We target on maximizing the reduction of latency, when the ingesting region is determined. To make the problem easy to discuss, we quantize time into discrete slots, which may be a few minutes to several hours (e.g., five minutes in our experiment). We use \( B^{(t)} \) to denote the set of broadcasters and \( E^{(t)} \) to denote the set of crowdsourced live events in time slot \( t \). (\( \forall i = 1, 2, \cdots, m, \forall j = 1, 2, \cdots, m, e_i \subseteq E^{(t)}, |e_i| \geq 1, e_i \cap_{i \neq j} e_j = \emptyset \), and \( \cup e_i = B^{(t)} \)). We define \( R \) as the set of ingesting areas where a broadcaster can be connected
to upload live contents and define set $W_r^{(t)}$ as the bandwidth demand of ingesting area $r$. We assume that the instance in public cloud areas are homogeneous and let $W$ denote the bandwidth capacity of each instance, assuming the intra-area workload allocation is optimized [20][3][18]. We define $L_{(b,r)}^{(t)}$ as the broadcast latency if $b$ selects ingesting area $r$. It can be calculated as:

$$L_{(b,r)}^{(t)} = l_{(b,r)}^{(t)} + l_r^{(t)} + l_{(r,v)}$$

(2)

where $l_{(b,r)}^{(t)}$ is the link latency between $b$ and $r$, $l_r^{(t)}$ is the ingesting latency that is determined by the instance type in $r$, and $l_{(r,v)}$ is the latency between ingesting server to a class of viewers $v$. We aim to decrease $L_{(b,r)}^{(t)}$ for each broadcaster cost-effectively.

To fulfill this target, we have to find an assignment $A^{(t)}$ that determines the mapping from $B$ to $R$ in time slot $t$. We define a utility function $U^{(t)}(b,r)$ that indicates the effects of $L_{(b,r)}^{(t)}$ when $b$ uploads live streaming to ingesting area $r$. In particular, $U^{(t)}(b,r)$ can be calculated as follows:

$$U^{(t)}(b,r) = G^{(t)}(b,r) \cdot N_b^{(t)}$$

(3)

where $N_b^{(t)}$ is the number of viewers who watch broadcaster $b$’s live streaming in time slot $t$. $G^{(t)}(b,r)$ refers to the gain of latency decreasing. Without loss of generality, we assume $G^{(t)}(b,r)$ is a non-negative, strictly concave, and twice continuously differentiable function. The conventional choice is logarithmic function [11], we define $G^{(t)}(b,r)$ as follows:

$$G^{(t)}(b,r) = \alpha + \ln(1 - \beta L_{(b,r)}^{(t)})$$

(4)

where $\alpha$ and $\beta$ are two tunable parameters, which control the function shape. We employ $\ln(1 - \cdot)$ to make sure that the less the broadcast latency, the more the gain.

Based on the previous definitions, let $I(r)$ be the indicator function which takes value 1 when area $r$ belongs to the public cloud and value 0 otherwise. Given the broadcast latency between $b$ and $r$, our objective is to find an assignment $A$ that can maximize the minimum utility $F(A^{(t)})$ among all broadcasters in a live event.

$$\text{Maximize } F(A^{(t)}) = \min_{e \in E^{(t)}} \min_{b \in e, r \in R} \{U^{(t)}(b,r)\}$$

(5)

subject to:

Bandwidth Availability Constraint:

$$\forall r \in R, W_r^{(t)} \leq W_r$$

(6)

Bandwidth Cost Constraint:

$$\sum_{r \in R} \frac{W_r^{(t)}}{W} \cdot Cost_w(r) \cdot I(r) \leq K_w$$

(7)

where $W_r$ is the bandwidth capacity of ingesting area $r$. $Cost_w(r_i)$ is the bandwidth price in the area $r_i$. The bandwidth availability constraint (6) asks that at any given time, the bandwidth demands have to be satisfied. The total budget constraint (7) asks that at any given time, the total cost of leasing instances does not surpass total budget $K_w$. 

5.2 Enhanced Model with Transcoding Latency

We now extend our model by considering the transcoding workloads in different ingesting areas. Similar to the definition of the previous problem, the objective is to optimize the broadcast latency in the ingesting service regions. Yet we re-define $L_{(b,r,v)}^{(t)}$ in the equation (8), considering the transcoding step with multi-quality streams. For example, Twitch provides five streaming quality options (Source, High, Medium, Low, and Mobile) to viewers. We define $V$ as the set of streaming quality.

$$L_{(b,r,v)}^{(t)} = l_{(b,r)}^{(t)} + l_{(q_{b},q_{v})}^{(t)} + l_{(r,v)}^{(t)}$$

where $q_{b}$ is the quality (i.e., bitrate) of $b$’s source streaming, $q_{v}$ is the quality of target version $v\ (v \in V)$. $l_{(q_{b},q_{v})}^{(t)}$ is the transcoding latency, which can be measured in advance.

We now extend utility function $U^{(t)}(b, r)$ as:

$$U^{(t)}(b, r) = \sum_{v \in V} G^{(t)}(b, r, v) \cdot N_{(b,v)}^{(t)}$$

where $N_{(b,v)}^{(t)}$ is the number of viewers who watch $b$’s $v$ version streaming in this time slot. This value is initially determined by $b$’s historical distribution of different versions. $G^{(t)}(b, r, v)$ means the gain when $b$ select $r$ as the ingesting and transcoding area and is calculated as follows:

$$G^{(t)}(b, r, v) = \alpha + \ln(1 - \beta L_{(b,r,v)}^{(t)})$$

$$= \alpha + \ln(1 - \beta (l_{(b,r)}^{(t)} + l_{(q_{b},q_{v})}^{(t)} + l_{(r,v)}^{(t)}))$$

where $l_{(q_{b},q_{v})}^{(t)}$ denotes the transcoding latency. If the original quality $q_{b}$ is no more than the target quality $q_{v}$, the transcoding servers only transcode the original RTMP stream to the HTTP-based stream, using the same resolution and bitrate settings. That is, the transcoding latency $l_{(q_{b},q_{v})}^{(t)} = l_{(q_{b},q_{b})}^{(t)}$. The transcoding latency depends on the current computing capacity of area $r$ and monotonously increases based on both $q_{b}$ and $q_{v}$ [19].

Our objective is extended to a new version as:

$$\text{Maximize} \ F(A^{(t)}) = \min_{b \in E^{(t)}} \{U^{(t)}(b, r)\}$$

subject to:

Previous Constraints: (6), (7)
Computational Availability Constraint:

$$\forall r \in R, C_{r}^{(t)} \leq C_{r}$$

Computational Cost Constraint:

$$\sum_{r \in R} C_{r}^{(t)} \cdot \text{Cost}_{c}(r) \cdot I(r) \leq K_{c}$$

where $C_{r}^{(t)}$ is the computing demand of area $r$, $C$ denotes the computing capacity of an instance. $\text{Cost}_{c}(r)$ is the price of an instance in $r$ in terms of computing capacity. The
computing availability constraint (12) guarantees that at any given time $t$, the consumption of computational resources in each transcoding task can be satisfied. The budget constraint (13) guarantees that the computational cost is lower than the budget $K_c$, which we assume can at least serve all offloading workloads.

5.3 Solution

The objective function (11) has four constraints (6), (7), (12), and (13), the bandwidth cost and computational cost are not independent due to the pricing criteria of instances on public clouds. Previous studies on EC2 instances already reveal that the bandwidth capacity is more than 700Mbps on m3.large instance [8]. Moreover, our measurement results in Section 4.1 also reveal that generating low-latency live streams will consume a vast amount of computational resources. If we relax constraints (6) and (7), other constraints can still work for the optimization objective function (11). Assuming that the capacities of the different service areas are given, our assignment problem can be transformed into a 0-1 Multiple Knapsack problem with a non-linear objective function, which is known to be NP-hard [6].

We thus propose a heuristic solution, which includes two steps: scale decrease and resource allocation. In the first step, as shown in Algorithm 1, we aim to eliminate the redundant assignments based on the optimization target of maximizing the minimum utility in live events. We first get the maximum value from the set of the minimum utility of each assignment $(b, r)$ in crowdsourced live events (line 1-11). We then remove most parts of the solution space (line 12-21) to improve the search efficiency. In the second step, as shown in Algorithm 2, $c(b)$ denotes the computational consumption of transcoding workloads $b$, we define the new utility $u^{(t)}(b, r)$ of each broadcaster in all events using the equation (14) and find the area $r^*$ in the equation (15), which is derived from [5]. Then, we sort them in decreasing order of $u^{(t)}(b, r^*)$, which allows the assignment with the higher resource utilization being explored first. According to the sorted broadcasters, we assign them into available service areas.

$$u^{(t)}(b, r) = \frac{C_r^{(t)} \cdot U^{(t)}(b, r)}{c(b)} \quad (14)$$

$$r^*_b = \arg\min_{r \in R} \{u^{(t)}(b, r)\} \quad (15)$$

6 PERFORMANCE EVALUATION

In this section, we conduct the trace-driven simulations and examine the performance of our cloud-assisted crowdsourced livecast with the proposed algorithms.

6.1 Efficiency of Resource Allocation

We first evaluate the performance of our resource allocation algorithm using the traces in the EC2-based measurement (Section 4.1). We used the measured RTTs of each PlanetLab node to evaluate the proposed algorithms. Because we already have the distribution of resolution and bitrate according to the Twitch datasets, we can assign the resolution and bitrate settings to every PlanetLab node as a broadcaster and add it into a live event. In the meantime, we set different arrival times and leave times to each node based on the measurement results in the Twitch datasets. We randomly assign 224 PlanetLab nodes (i.e., broadcasters) into 100 crowdsourced events and set the number of viewers and the
Algorithm 1 ScaleDecrease()

1: for live event $e \subseteq E$ do
2: $U_1^{(t)} \leftarrow \emptyset$
3: for region $r \in R$ do
4: $U_2^{(t)} \leftarrow \emptyset$
5: for broadcaster $b \in e$ do
6: Add $U^{(t)}(b, r)$ into set $U_2^{(t)}$;
7: end for
8: Add $\min\{U_2\}$ into set $U_1^{(t)}$;
9: end for
10: $U_e^{(t)} \leftarrow \max\{U_1^{(t)}\}$;
11: end for
12: for live event $e \subseteq E$ do
13: for region $r \in R$ do
14: for broadcaster $b \in e$ do
15: if $(U^{(t)}(b, r) < U_e^{(t)})$ and $(\text{isPath}(b) > 1)$ then
16: // $\text{isPath}(b)$ returns the number of $b$’s assignments in $A^{(t)}$
17: $A^{(t)} \leftarrow A^{(t)} - (b, r)$;
18: // Remove this assignment from $A^{(t)}$
19: end if
20: end for
21: end for
22: return $A^{(t)}$

Algorithm 2 ResourceAllocation()

1: for broadcaster’s assignment $(b, r)$ in $A^{(t)}$ do
2: Add $u^{(t)}(b, r)$ into $u_b^{(t)}$;
3: // Calculate $u^{(t)}(b, r)$ using the equation (14)
4: end for
5: $B_{\text{sorted}} \leftarrow$ Sorted broadcasters in descendant order of $u^{(t)}(b, r^*_b)$;
6: // Get $r^*_b$ from $u_b^{(t)}$ according to the equation (15);
7: for broadcaster $b \in B_{\text{sorted}}$ do
8: $r_{\text{sorted}} \leftarrow$ Sorted available area $r$ of $b$ in descendant order of $u_b^{(t)}$;
9: for region $r \in r_{\text{sorted}}$ do
10: if $C_r^{(t)} - c(b) \geq 0$ then
11: $A^{(t)} \leftarrow A^{(t)} - (b, \cdot)$;
12: // Remove all assignment of $b$
13: $C_r^{(t)} \leftarrow C_r^{(t)} + c(b)$;
14: $A^{(t)} \leftarrow A^{(t)} + (b, r)$;
15: end if
16: end for
17: end for
18: return $A^{(t)}$
resolution of every broadcaster according to the Twitch-based measurement in Section 3. We assume that all service areas in dedicated servers and public clouds have the same computational capacity. The consumption of computational resources is estimated according to the measurement in [2]. To clearly demonstrate the effectiveness of our solution, we adjust the computational capacity from 100% to 20%. Figure 16 demonstrates the impacts of different settings in the computational capacity. From this figure, we can observe that a small proportion of broadcasters suffers higher RTTs in 80%, 60%, and 40% of computational capacity. Because 20% of computational capacity is less than the requirement of transcoding all streams from the broadcasters, we can find a significant rise in the ingesting performance. As such, our resource allocation algorithm achieves a similar result with a lower amount of total computational resources.

6.2 Trace-driven Simulation

We then conduct the trace-driven simulation based on our Twitch datasets. We make a few simplifications in the simulation based on realistic settings: first, as transcoding consumes most of the computational resources from the instances on public clouds, as shown in our EC2-based measurement, we use the computational resources as the constraint to decide the assignment strategy; second, we consider that the EC2 instances are homogeneous and latency \( l_{r,v} \) is fixed for a certain quality level of HTTP Live Streaming; third, we ignore the cost in dedicated servers and focus on the cost when workloads are offloaded into the instances in public clouds. The following default settings are used in the simulation: because the broadcast latency\(^{35}\) in Twitch is from 10 to 40 seconds [21], we set \( \alpha = 1 \) and \( \beta = 0.011 \) to make \( G(t) \cdot \beta \in [0,1] \) when the broadcast latency \( L(t) \in [0,57] \). We assume that the instance type on public clouds is m3.large based on the EC2-based measurement in Section 4.1. The algorithms are launched every five minutes, which also is the time slot of crawling data.

\(^{35}\) Readers can check your broadcast latency through activating “Show video stats” after clicking Options button when you watch any live stream from Twitch.
We first study the impacts of stability index $SI$ and threshold $H$. To accelerate the simulation, we calculate the stability index for each broadcaster and save the results in advance. The simulation program can directly acquire the stability index of broadcasters when they start live streams. According to our design, the parameter $n$ is more than or equal to 2. The default setting of $n$ is 2 in our trace-driven simulation. We set the initial threshold $H = 0$ and use it to classify the new broadcasters without any other strategies. We assume that the offloading starts when the bandwidth consumption is up to 60% of dedicated servers. Figure 17 illustrates the evolution of $H$ and its impacts for the public cloud during three days (Feb 3rd-5th, 2015). From Figure 17a, we observe that the value of $H$ increases dramatically at the beginning of that day, and then it stabilizes between 0.5 and 0.7. At the peak traffic time (from 9:00AM to 13:00PM), a vast majority of the broadcasters arrive at the streaming system; therefore, the value of $H$ experiences a small decrease. However,
the limitation of $H$ induces that the public cloud only hosts a small number (maximum 6.5%) of broadcasters. Thus, threshold $H$ plays a beneficial role on the offloading process, but other strategies, i.e., Ingesting Redirection and Transcoding Schedule, are still needed to reduce the impacts of broadcasters’ dynamics.

With the previous parameter setting of $H$, we then conduct the extended simulation to investigate how CACL perform with the real-world data traces. We also propose the views-based (LB-V) migration and computation-based (LB-C) migration as two baseline approaches for comparisons. The LB-V approach migrates the unpopular live stream to the public cloud, considering the number of online viewers. While the LB-C approach migrates workloads to the dedicated servers when the computational resources are still available. Figure 18a compares the leasing cost of three workload provisioning approaches: LB-V, LB-C, and CACL-based approaches in three days. For ease of comparison, the leasing cost in each day is normalized by the corresponding cost of the LB-C approach. Our CACL-based approach has the lowest cost, decreasing 16.9%-19.5% of LB-C approach and 17.8%-20.4% of LB-V approach. Another observation is that the leasing cost on Feb03 is higher than those of the other two days in all approaches, because the number of broadcasters on Feb03 is the highest. We also plot the normalized leasing cost and the average percentage of migration from dedicated servers to public clouds during our whole datasets in Figure 18b, we can observe that the decreasing cost shows the weekly pattern and our approach provides the elastic workload provisioning cost-effectively. Moreover, more than 30% of broadcasters are migrated to public clouds in every day. Our simulation results show that compared with hosting all broadcasters in dedicated servers, leasing flexible instances on public clouds to migrate the workload of certain broadcasters is a cost-effective solution.

7 RELATED WORK

Some recent studies have already focused on the crowdsourced livecast service. Kaytoue et al. [10] introduced the characteristics of Twitch from the perspective of web communities. To address the transcoding problem for non-professional broadcasters, Aparicio-Pardo et al. [2] first analyzed the Twitch dataset, and then proposed an optimal model to improve the viewer’s satisfaction. Shea et al. [16] conducted an empirical performance study and profile the architecture of Twitch. Their work further extended the Twitch framework through bridging cloud gaming platforms and live streaming services. Essaili et al. [7] explored the QoE-based uplink resource allocation of user-generated video content. The proposed solution improves resource utilization in mobile networks. Our work differs from these recent studies in the following aspects: first, we focus on how to cost-effectively accommodate the dynamic and irregular workloads in crowdsourced livecast platforms; second, our cloud-assisted design utilizes the flexible resources from public clouds as a complement, with minimum change to the existing architecture. This article is extended from our preliminary conference version [22] in three ways. First, we have analyzed the characteristics of Twitch broadcasters in different types of devices (i.e., PC/Laptop, PS4, and XBox) and measured Amazon EC2 instance for transcoding. These motivate our design of the cloud-assisted crowdsourced livecast. Second, we have added a basic model to explain the problem formulation step by step, which provides the details in our design. In addition, the extended trace-driven simulation exhibits the efficiency of our proposed algorithm based on the measurement results from Amazon EC2 and PlanetLab nodes.
On the other hand, cloud transcoding, as a critical component of live streaming, has emerged in the current industrial market. For example, Amazon provides its online transcoding service “Elastic Transcoder (ETS36)” that works with the master copy of contents in Amazon S3, but does not support the transcoding tasks of live streaming. Another cloud platform Bitmovin37 supplies both the on-demand and live transcoding service to customers. Similar services also include Zencoder38, PandaStream39, EncoderCloud40, etc. There have been significant researches on cloud-assisted transcoding in recent years. Most of these works examine the characteristics of on-demand video and design the cloud-assisted transcoding architectures in the practical scenarios. Li et al. [12] presented “Cloud Transcoder” to transcode the high resolution and heterogeneous videos from mobile devices. Ma et al. [14] proposed a scheduling strategy on video transcoding for DASH (Dynamic Adaptive Streaming over HTTP) in a cloud environment through monitoring the workload on each virtual machines. Different from these works, we deploy ingesting and transcoding services on public clouds and optimize the resource allocation for the dynamic broadcasters’ workloads in the crowdsourced livecast scenario.

8 CONCLUSION AND FUTURE WORK

In this article, we examined the crowdsourced livecast platforms, which provide live streaming service and live chatting service to Internet users. The results from Twitch-based measurement indicated the potential issues therein. In particular, a large number of unpopular broadcasters consume the valuable dedicated resources continuously. Through Amazon EC2-based measurement, we analyzed the feasibility of migrating a part of these broadcasters to public clouds. To accommodate unpredictable workloads and realize the adaptive offloading in demand, we proposed the Cloud-assisted Crowdsourced Livecast (CACL) for the initial offloading, as well as the ingesting redirection and transcoding assignment. Our trace-driven simulations demonstrated the cost-effectiveness of the CACL framework.

We are currently conducting more simulations to evaluate and improve CACL with the datasets and traces from other cloud providers and crowdsourced livecast services. We expect to develop a prototype for further verification and evaluation. We are also interested in exploring other open issues such as designing better resource allocation mechanisms and extending CACL to multiple cloud platforms, e.g., Microsoft Azure.
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