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ABSTRACT

Live streaming platforms need to store a lot of recorded live videos
on a daily basis. An important problem is how to automatically
extract highlights (i.e., attractive short video clips) from these mas-
sive, long recorded live videos. One approach is to directly apply
a highlight detection algorithm to video content. While various
algorithms have been proposed, it is still hard to generalize them
well to different types of videos without large training data or high
computing resources. In this paper, we propose to tackle this prob-
lem with a novel implicit crowdsourcing approach, called Lightor.
The key insight is to collect users’ natural interactions with a live
streaming platform, and then leverage them to detect highlights.
Lightor consists of two major components. Highlight Initializer
collects time-stamped chat messages from a live video and then
uses them to predict approximate highlight positions. Highlight
Extractor keeps track of how users interact with these approximate
highlight positions and then refines these positions iteratively. We
find that the collected user chat and interaction data are very noisy,
and propose effective techniques to deal with noise. Lightor can
be easily deployed into existing live streaming platforms, or be
implemented as a web browser extension. We recruit hundreds of
users fromAmazonMechanical Turk, and evaluate the performance
of Lightor on real live video data. The results show that Lightor
can achieve high extraction precision with a small set of training
data and low computing resources.

1 INTRODUCTION

Video data is booming and will account for 90% of all internet traffic
by 2020 as predicted by Cisco [11]. Applying data science to improve
video-related services is of growing interest in the data mining and
database community [13, 17, 18, 27]. As an important type of video
service, live streaming platforms such as Twitch, Mixer, YouTube
Live, and Facebook Live fulfill the mission of democratizing live
video broadcasting. With these platforms, anyone can be a broad-
caster to record a video and broadcast it in real time; anyone can be
a viewer to watch the live video and chat about it in real time. This
unique experience makes these platforms more and more popular
nowadays. For example, by 2018, Twitch has reached 3.1 million
unique monthly broadcasters, and over 44 billion minutes of videos
are watched each month [3].

Once a live stream is complete, the recorded video along with
time-stamped chat messages will be archived. A recorded video is
often very long (from half an hour to several hours). Many users do
not have the patience to watch the entire recorded video but only
look for a few highlights to watch. A highlight represents a small
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part of the video that makes people feel excited or interested, and
it typically lasts from a few seconds to less than one minute. For
example, a highlight in a Dota2 game video could be an exciting
battle or a critical knockdown.

We study how to automatically extract highlights from a recorded
live video. The impact of this work on live-streaming business is two
folds. First, it save users’ time in manually finding the highlights,
potentially increasing the user engagement of a live streaming
platform. Second, it is a fundamental task in video processing, en-
abling a live streaming platform to improve other profitable video
applications (e.g., video search, video recommendation).

One approach is to apply an existing highlight detection algo-
rithm to video content [5, 7, 21, 30, 31]. However, these algorithms
either only work for a certain type of video (e.g., Baseball [21],
Soccer [5]), or require large training data and high computing re-
sources [7, 30, 31]. See Section 2 for a more detailed discussion of
related work.

Unlike these existing works, we propose a novel implicit crowd-
sourcing to tackle this problem [2]. Implicit crowdsourcing is the
idea of collecting implicit feedback from users (i.e., user’s natural
interactions with the system) and then leveraging the feedback to
solve a challenging problem. It has achieved great success in many
domains. For example, reCAPTCHA [25] leverages this idea to dig-
itize old books. Search engines collect implicit clickthrough data to
optimize web search ranking [12]. To apply this idea, we face two
challenges. The first one is how to design an implicit crowdsourcing
workflow so that video viewers interact with the system naturally
but provide useful feedback implicitly. The second one is how to
use the implicit (and noisy) feedback to detect and extract video
highlights. We address these two challenges as follows.

Implicit Crowdsourcing Workflow. We design a novel implicit
crowdsourcing workflow, called Lightor. Lightor consists of two
components. i) Highlight Initializer takes a recorded live video as
input and uses its time-stamped chat messages to detect which
part of the video could have a highlight. For example, when a
large number of chat messages pop up within a short period of
time, users may talk about a highlight that has just happened. Note
that Highlight Initializer can only get an approximate position
of a highlight. It is still not clear about the exact boundary (i.e.,
exact start and end points) of a highlight. ii) Highlight Extractor
is designed to address this problem. At each approximate position,
it puts a “red dot” on the progress bar of the video, which informs
users that there could be a highlight at this position. Note that users
will not be forced to watch this highlight. Instead, they can watch
the video as usual. Highlight Extractor collects user interaction data
w.r.t. each red dot to identify the exact boundary of each highlight.



Figure 1: Lightor : An implicit crowdsourcing work�ow for extracting highlights from a recorded live video.

Noisy User Data. One major challenge in our implicit crowdsourc-
ing design is how to handle the high noise in the implicit feedback
from users. For example, in Highlight Initializer, when a user leaves
a chat message, she might not comment on the video content but
chat with other users. In Highlight Extractor, when a user watches
a certain part of video, she might not be attracted by the video
content but check whether this part of video has something inter-
esting. Therefore, we have to be able to separate noise from signal.
We analyze real-world user data and derive a number of interest-
ing observations. Based on these observations, we develop several
e�ective techniques to deal with noisy user interaction data.

Lightor can be easily deployed on an existing live streaming
platform. The only change is to add red dots to the progress bar of
recorded videos. Based on a user survey, we �nd that most users
prefer this change since red dots help them �nd more interesting
highlights. Furthermore,Lightor can be implemented as a web
browser extension, which has the potential to support any platform.

We recruit about 500 users from Amazon Mechanical Turk and
evaluateLightor using real live video data from Twitch. The results
show that (1) our proposed data-science techniques makeLightor
achieve very high precision (up to70%� 90%) in the returned top-k
highlights, which changes the system from unusable to usable, and
(2)Lightor requires 122� fewer training examples and over 10000�
less training time compared to the state-of-the-art deep learning
based approach, thus it is much preferable when there is a lack of
training data or computing resources.

To summarize, our contributions are:
� We study how to leverage implicit crowdsourcing to extract

highlights from a recorded live video. We proposeLightor , a
novel work�ow to achieve this goal.

� Lightor consists of Highlight Initializer and Highlight Extractor.
For each component, we analyze real-world user data and propose
e�ective techniques to deal with the noisy user data.

� Lightor can be easily deployed on an existing live streaming
platform or implemented as a web extension to support any
platform. We evaluateLightor using real data and real users.
The results show thatLightor can achieve high precision with
a small set of training data and low computing resources.
The remainder of this paper is organized as follows. Section 2

reviews the related work. Section 3 presents theLightor work�ow.
We discuss how Highlight Initializer and Highlight Extractor are
built in Section 4 and Section 5, respectively. Section 6 discusses how
to deployLightor in practice. Experimental results are presented in
Section 7. We discuss our �ndings and lessons learned in Section 8,
and present conclusions and future work in Section 9. We provide
a reproducibility report in the Appendix, and release all the code
and datasets at the project page:h�p://tiny.cc/lightor .

2 RELATED WORK
Computer Vision. There is a recent trend to apply deep learning
to highlight detection [7, 24, 31]. For example, a frame-based CNN

model [24] was trained to detect the frames with signi�cant visual
e�ects for e-sports. In [7], a joint model of CNN on video and LSTM
on chat was trained to detect highlights in game videos. While these
deep-learning based approaches achieve good performance, they
require large training sets and high computing resources. Unlike
these studies, we focus on the use of implicit crowdsourcing which
requires much less training data and computational cost. In addi-
tion to deep learning, there are some other algorithms proposed for
highlight detection, but they are mainly designed for a certain type
of video (e.g., Baseball [21], Soccer [5]) rather than focus on a gen-
eral approach that works for any video type. There are also many
studies on video summarization [19, 31], which aim to generate a
condensed video to summarize the story of the entire video. High-
light detection often serves as the �rst step of video summarization
and generates a small number of candidate highlights.

Explicit Crowdsourcing. There are some works using explicit
crowdsourcing for video analysis [10, 14, 26, 29]. That is, they ask
crowd workers to do a certain video-related task explicitly, e.g.,
video segmentation [14], video tagging [29]. However, none of
these studies attempt to apply implicit crowdsourcing to video
highlight detection, which is a more monetary-cost e�cient and
natural way to collect essential data.

Implicit Crowdsourcing (User Comments). There are some
works on the use of user comments [20, 27] for video analysis.
A LDA model was proposed to generate video tags from time-
stamped comments [27]. Another work uses word embedding to
extract highlights from time-stamped comments for movies [20].
They are di�erent from Lightor in three aspects. (1) They only
focus on user commenting data whileLightor considers both user
commenting data and user viewing behavioral data (see Section 5).
(2) They use bag of words or word embedding as features while
Lightor use more general features (see Section 4.2). (3) They use
time-stamped comments rather than live chat messages, thus they
do not face the challenge that there is a delay between video content
and the comments (see Section 4.3).

Twitter data has been leveraged to detect events in some stud-
ies [6, 9, 22, 28]. However, live chat messages are usually shorter
and more noisy, thus requiring the development of new techniques.

Implicit Crowdsourcing (User Viewing Behaviors). HCI and
Web researchers have designed systems using click-through or
interaction data to measure user engagement. For example, the
research on MOOC videos or how-to videos leverage interactions
as engagement measurement to detect interesting or di�cult parts
of videos (e.g., [4], [15]). Some studies have also leveraged inter-
action data to predict audience's drop-out rate and analyzed the
cause of interaction peak [16, 23]. These works simply sum up all
users' watching sessions along the video and get curves between
watched frequency and video timestamps. We have tried this simple
method, but found that it did not perform well on our collected
user interaction data since when users interact with a casual video,
their viewing behaviors are much more unpredictable.
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