A large margin framework for single camera offline tracking with hybrid cues
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A B S T R A C T

We introduce MMTrack (max-margin tracker), a single-target tracker that linearly combines constant and adaptive appearance features. We frame offline single-camera tracking as a structured output prediction task where the goal is to find a sequence of locations of the target given a video. Following recent advances in machine learning, we discriminatively learn tracker parameters by first generating suitable had trajectories and then employing a margin criterion to learn how to distinguish among ground truth trajectories and all other possibilities. Our framework for tracking is general, and can be used with a variety of features. We demonstrate a system combining a variety of appearance features and a motion model, with the parameters of these features learned jointly in a coherent learning framework. Further, taking advantage of a reliable human detector, we present a natural way of extending our tracker to a robust detection and tracking system. We apply our framework to pedestrian tracking and experimentally demonstrate the effectiveness of our method on two real-world data sets, achieving results comparable to state-of-the-art tracking systems.
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1. Introduction

Superior tracking performance can be obtained by fusing different cues together. The main intuition behind this observation is that better performance is achieved because the combination of different cues help the whole tracking system overcome individual failure mode of each single cue [5, 9, 11, 18, 25, 26, 30, 31]. When combining a set of cues, a principled framework for choosing the parameters for the combination is desirable. In this paper, we present MMTrack (max-margin tracker), a single-target tracker that uses the max-margin learning framework [28] to combine cues.

As an example of a tracking system with multiple cues, consider the scenario depicted in Fig. 1. The leftmost image shows one input frame with the target object indicated by a red bounding box, and three feature maps obtained from different cues are shown next to the image. The cues are used to locate the target object, and they can be based on the target's colour histogram, object class, or motion pattern, among other information. These cues are used to build feature maps, where a pixel in a feature map indicates how likely the target is to be located at that pixel location. As can be seen in Fig. 1, pixels corresponding to the target location have relatively high values.

Given this information, our aim is to formulate a principled framework to combine the cues by determining the relative importance of each cue. Note that we do not restrict our cues to a certain feature class – we only require the cues to produce a mapping from pixel locations to numeric values indicating the possibility of the target being located at some pixel location. Indeed, the cues can be any combination of appearance features, motion features, or even results of other simple trackers.

Combining the cues in this case is complicated by the fact that the cues can be a combination of different and unrelated features. For example, it is not easy to relate a cue built from the target’s colour histogram to another built from the target’s dynamics, as they are based on two seemingly independent models, namely the appearance model and the motion model. Further, in determining the relative contributions of the cues, ideally we should consider all the cues jointly rather than independently, as one cue’s contribution should be considered with regard to all other cues.

One approach for combining different sources of information is to examine each cue separately, and weigh each cue according to a reliability score that measures how well the cue performs according to some predefined criteria. The reliability measure can be computed online, for example based on the distance between the cue’s current feature map response to its average response [25], or it can be trained offline by computing an error measurement...
between the cue’s trajectory result to some pre-labelled ground truth [26]. Combining the reliability measures of different cues in this setting is problematic because each measure is computed independently and thus they are not directly comparable across different cues.

The cues can be fused within a probabilistic framework [30,11,18,12,17]. The simplest probabilistic method for fusing the cues assumes conditional independence between each cue’s observation model, thus allowing the full joint observation model to be decomposed as a product of each cue’s observation model [12,17]. More sophisticated methods model the dependencies between appearance cues by decomposing the graphical models [30,11], or by assuming sequential dependency between the appearance features [18]. Inference in these models is usually approximated with iterative sampling procedures. In contrast with this line of work, we use a discriminative margin-based learning criterion that aims for low tracker error.

However, developing vision algorithms to track objects such as pedestrians in realistic scenarios turns out to be a non-trivial task. A robust pedestrian tracking algorithm should be able to handle changes in pedestrians’ appearance caused by human articulation or change in illumination. This suggests that the model should be updated to reflect changes in the pedestrian’s pose. On the other hand, by continually adapting, there is a possibility that a small error in the pedestrian’s hypothesized location might cause incorrect information to be absorbed by the appearance model.

Over time, the errors may accumulate, and the object model may not accurately reflect the target pedestrian’s appearance anymore, causing the tracker to drift to another object. Further, because there can also be multiple pedestrians in the view at a time, the object tracking algorithm should also be able to differentiate between different instances of the pedestrians. This task is especially difficult if the pedestrians are similar in appearance. The pedestrians may also interact, introducing issues such as partial or full occlusion. Occlusions can also occur due to interaction between the target and background objects, for example when a tracked pedestrian walks behind a traffic sign. Additionally, the tracker should also be able to handle changes in scale caused by the pedestrian’s relative distance to the camera. A fully automatic pedestrian tracking algorithm should also be able to automatically initialize a new track when a pedestrian enters the scene, and to terminate an existing track when a pedestrian exits the scene.

In general, tracking algorithms predict a target’s location by modeling two of its characteristics: its appearance and its motion. The target’s appearance is represented by an appearance model, which usually describes the target’s shape or its distinctive features such as colour or texture. Some common representation of a target’s shape are its silhouette [32] or simple shapes such as ellipses [7,4] or rectangles [6,2]. Appearance features that can be used to describe a target include colour histograms [7,4], texture [24,2], and edges [22].

Whereas the appearance model describes what a target looks like, the motion model, on the other hand, encodes prior knowledge or assumptions about the target’s movement patterns. A motion model serves to restrict the range of possible target’s movement, and is useful because a target’s positional state usually does not change abruptly between consecutive frames. An example of a motion model is the Brownian motion model adopted by Ross et al. [23], which models the targets dynamics as Gaussians centered on its previous state. Babenko et al. [2] use a simpler motion model that assumes the target to be equally likely to appear at any location within a certain radius from its previous location. Another example of a motion model is the constant heading model used in [1] that assumes the target does not change its direction between a pair of consecutive frames.

Most object tracking algorithms treat appearance and motion models independently. The two models are usually integrated by using the motion model to guide the search for the location that provides the best match to the appearance model [2,6,7,4].

Switching methods can also be used to select the best cues out of a fixed pool of features at every frame. A common formulation of this approach estimates the foreground–background discriminability of the cues, and selects the most discriminative cues either by quantifying their discriminative power with a Fisher-like criterion [6], or through an online boosting mechanism [2]. It should be noted that the feature pools in both works are composed of a single feature class, namely linear combination of RGB channels [6] and Haar-like features [2].

In this paper we describe a method for building an automated detection and tracking system from multiple cues. The method uses max-margin learning for structured output to learn weights that combine features for tracking. This learning can be used with a variety of features, and unlike previous work jointly learns appearance and motion models in a unified framework. An initial version of this work described the MMTTrack approach [15]. In this paper we include additional experiments and a fully automatic human detection and tracking system built on top of MMTTrack.

The rest of this paper is organized as follows. In Section 2, we explain our choice of features that provide us with cues for tracking. In Section 3, we introduce our tracking framework called max-margin track (MMTrack) in the context of pedestrian tracking. Section 4 describes the details of our margin-based parameter estimation. In Section 5, we show how MMTTrack can be extended to build an automatic detection and tracking system. Section 6 presents our qualitative and quantitative experimental results and Section 7 concludes the paper and discusses further work.

2. Features for tracking

The main focus of this paper is on a principled combination of multiple cues for offline single target tracking. In order to ground the discussion of the learning framework (Section 3) we first present
the set of cues we use in our system. However, the framework is general, and can be used with a variety of cues. For our system we choose a representative set of cues that could be used in an offline tracker. These cues include an object detector (HOG pedestrian detector), an offline colour model (clustered colour histograms), and online appearance models (templates). In this section we motivate and describe this particular choice of features. We note that this combination is effective in practice, with experiments demonstrating that it can obtain high quality tracks (Section 6).

2.1. Object detector: HOG score

The first cue we consider contains knowledge of the object of interest, in this case pedestrians. We use information from a reliable detector that can assist in localizing a pedestrian that is being tracked. In particular, we use the Histogram of Oriented Gradients (HOG) [8] trained for human detection as we are interested in pedestrians in this work.

We expect the HOG feature to be of help to the system in discriminating between pedestrians and non-pedestrian objects (e.g. car, tree, etc.). A generic object detector such as this one can potentially reduce tracker drift, focusing the tracker on the known class of object. However, the generic detector is not tuned to a particular person, and should be used in concert with a variety of other person-specific cues. In our framework, we will learn how much to rely on each individual cue, in this case deciding on the relative importance of a generic object detector versus other tracking cues.

We use the output of a linear SVM classifier that operates on HOG [8] as a feature to help our system differentiate between pedestrians and other objects. The detection is performed on a pyramid built on the input image with varying scale. For each pixel, we take the maximum SVM score over all scales resulting in a score map where the peaks vote for presence of pedestrians. We then normalize these scores so they fall within the range [0,1] and use the final map as our feature. Fig. 2 illustrates an input image along with the corresponding normalized HOG score map.

2.2. Offline colour model: clustered histograms

Although HOG scores can help the system differentiate between pedestrians and other objects, they are not informative in distinguishing among different pedestrians, as many pedestrians will potentially have high HOG scores. Thus, features that convey identity, i.e. features that try to uniquely represent the appearance of a pedestrian, are needed. We incorporate such features using a static colour histogram for each person obtained from clustering. The main idea here is that by clustering the histograms obtained from bounding boxes around the pedestrians throughout the video, we can gain a good insight into the average appearance statistics of each of the people. Thus, we will be able to model the changes instead of trying to learn the appearance and so we would be able to obtain a simple yet effective appearance model. Note that these appearance features in our tracker contribute towards gaining resistance against drift that often occurs in tracking systems which only consider dynamically-updated appearance models.

This feature is motivated by the work of Ramanan et al. [21], who learn appearance models of articulated objects (animals, people) based on detection, and then use them for tracking. Searching for targets and learning their appearance as done in [21] is not practical in our problem because we neither can assume a constant appearance nor can we get a reliable segmentation or pose like in [27,19] as pedestrians are far away from the camera. Instead, we build rough descriptors and try to discriminate the object of interest from surroundings. We use trackers built on top of hierarchical colour histograms that describe how the histograms of different parts of the bounding box enclosing the pedestrian deviate from their mean over time.

The generation of the colour histogram distance features is as follows. We start by running a HOG person detector over the entire video, and uniformly sampling a set of detections. Based on the image evidence inside the bounding box obtained from a HOG detection, nine histograms are computed over different sections of a pedestrian's body as depicted in the second column of Fig. 3. Each histogram consists of 30 bins with 10 bins for each of the R, G and B channels. These nine histograms are then concatenated together to give one histogram characterizing the person's appearance. Next, we cluster the sampled instances of histograms of all the people in the video using the mean-shift clustering algorithm. We then represent the target pedestrian using the mean of the cluster to which it belongs. This is done using a simple search that measures the distance between the initial appearance and cluster centers since we assume that the initial location of the pedestrian is given. Finally, we compute one histogram distance map for each of the nine body sections by computing, at each pixel location, the $\chi^2$-distance between the histogram built using the image observation within the corresponding section of the bounding box centered at that pixel and the mean of the cluster to which the target belongs. The resulting maps have low values in areas with similar colour to the target person's and high values elsewhere. We efficiently compute the histogram distance maps using the integral histogram technique [20].

In summary, these colour histogram distance features enforce the similarity of a tracked person to a global fixed, offline colour model. They measure the similarity of a target location to a colour model obtained by mapping an initial pedestrian location to a cluster. These features can be used to combat drift, and weights on these features will be learned in our algorithm. However, these features do not adapt to changes in target appearance, which will be handled by the final feature set.

Fig. 2. A frame and its corresponding HOG feature map. HOG pedestrian detection responses are used as a feature in the combined tracking model.
2.3. Online appearance model: templates

We use an online feature that models the target’s appearance. This appearance template feature will give clues about a particular pedestrian at a finer level than the histogram distance features. We use two templates: a template obtained from the image patch inside the bounding box surrounding the given location of the target in the initial frame of the trajectory, and another template obtained from the previous frame of the trajectory.

The initial template implements a constant appearance model which is used to provide a fixed reference to the person’s appearance, similar to the cluster center of the colour histograms. However, the initial appearance template describes the person’s appearance at a finer level of detail than the histogram distance features. This template acts as a memory template, which is stable by definition and ensures that the tracker does not completely forget about the appearance of the target when it first showed up.

On the other hand, the previous frame template incorporates the idea of adaptive appearance modeling because it mimics the appearance adaptation mechanism by encoding the expected amount of frame-to-frame change of the template during the inference, which helps the system cope with some degree of object appearance changes over time.

Distance maps are computed for each template by sliding a window over the current frame and computing the sum of absolute pixel value differences in all three colour channels of each pixel belonging to that template, which is efficiently performed using a modified integral image technique [29]. These maps are normalized so the values fall in the range $[0, 1]$.

3. MMTrack: learning to combine cues for single target tracking

In this section, we explain the details of our tracking algorithm in the context of pedestrian tracking. Our tracker is comprised of three main components: constant appearance model, adaptive appearance model, and motion model. The constant appearance model is used to memorize the appearance of the target pedestrian in two different detail levels whereas the adaptive model is used to model the change in appearance. Finally, the motion model favors specific movement patterns from one frame to another. These components will be used to describe the object of interest, and the margin-based learning described in Section 4 will be used to combine them.

The rest of this section is organized as follows. Section 3.1 provides details of our model for describing trajectories. Section 3.2 outlines our trajectory representation and Section 3.3 explains our inference scheme for tracking.

3.1. Trajectory modeling

As noted earlier, we are interested in offline tracking where the goal is to obtain the whole trajectory in the entire sequence at once. This is in contrast to online tracking algorithms that greedily pick the next best location of the object at each frame. Thus, the tracking problem in this setting is formulated as one of finding the optimal trajectory $y = (y^{(1)}, \ldots, y^{(T)})$ with the image sequence $x = (x^{(1)}, \ldots, x^{(T)})$ given. This general setting, illustrated graphically in Fig. 4a, requires us to build a template $\tau$ to model the appearance of the object while trying to find the best trajectory. We build a model for only a single target, and do not explicitly consider joint tracking of multiple targets in our model. Further, if there are multiple instances of the object of interest we identify and track them one by one. For now, we assume that the initial location of the target is provided in the first frame of the sequence. This assumption will be relaxed in Section 5, when we describe a fully automatic detection and tracking method.

We further assume that the appearance of the object in the initial frame is representative and reliable. Also, we further assume that an upper bound for the length $T$ of the track is given. Moreover, in general $\tau$ is a high dimensional continuous variable and learning and inference for this loopy graph is intractable.

Instead of reasoning over the entire space of appearance models for $\tau$, we use the clustering and discretization procedure for colour models described in Section 2.2. The procedure is as follows: we use the detector to find $D$ detections (all instances) of objects in the video segment of interest and group them into $K$ clusters. Note that variable $\tau$ is now discretized to $K$ distinct vectors, i.e. cluster centers each of which ideally represents an individual object. Given that the initial location is reliable, we find for each object the cluster $\tau \in \tau = \{\tau_1, \ldots, \tau_K\}$ which is the closest to the appearance template built in the first frame for that object. With the average appearance template $\tau$ given, we end up with a tree-structured model for which learning and inference is practical. These simple steps, when done in sequence, aim at approximating the original problem. The steps are shown in Fig. 4b–d. Note that step (b) is performed once whereas steps (c) and (d) are repeated independently for each object.

Our scoring function, which measures the goodness of trajectories, is a mapping in the form of $F(x, y, w): \mathbb{R}^T \times \mathbb{R}^2 \rightarrow \mathbb{R}$ that maps a sequence of frames $x = (x^{(1)}, \ldots, x^{(T)})$ and a trajectory $y = (y^{(1)}, \ldots, y^{(T)})$ to a real number. Each location $y^{(t)}$ is a discrete variable which is to be assigned to one of the image pixels and $w$ is a set of weights that parameterize the features extracted from the frames. The scoring function is decomposed into two contributions: transition model and observation model. The transition model in our problem is summarized by the motion model which describes the spatial relationship between the locations of the target in two consecutive frames. The observation model is a measure of compatibility between a location and the observed features at that pixel location. We define the score of a trajectory as

$$F(x, y, w, \tau) = \sum_{t=2}^{T} F_T(y^{(t-1)}, y^{(t)}; w_T) + \sum_{t=2}^{T} F_C(x^{(1)}, x^{(t-1)}, x^{(t)}, y^{(t-1)}, y^{(t)}, w_C, \tau),$$

(1)
where $F_T(\cdot)$ and $F_O(\cdot)$ are linear models describing transition and observation contributions respectively. These potential functions are parameterized by $w_T$ and $w_O$ whose concatenation we denote by $w$.

### 3.1.1. Observation model

The observation model includes several features whose weighted combination votes for the presence of the target pedestrian. These features include HOG score that helps with discriminating between humans and other objects, and colour histogram distance and appearance templates that describe how the pedestrian looks like and how its appearance varies over time. Thus, the observation model at time $t$ decomposes into the following contributions:

$$F_O(\cdot, \omega_A, \tau) = w^T_O \Phi_A(\mathbf{x}^{(i)}, \mathbf{y}^{(i)}, \mathbf{v}^{(i)}, \tau)$$

$$+ w^T_P \Phi_P(\mathbf{x}^{(i-1)} - \mathbf{x}^{(i)}, \mathbf{y}^{(i-1)} - \mathbf{y}^{(i)}, \mathbf{v}^{(i)}, \tau)$$

$$+ w^T_T \Phi_T(\mathbf{x}^{(i)} - \mathbf{y}^{(i)}, \mathbf{v}^{(i)}, \tau),$$

where we have defined

$$\Phi_A(\mathbf{x}, \mathbf{y}, \tau) = d_H(\Psi_C(\mathbf{x}, \mathbf{y}, \tau), \tau),$$

$$\Phi_P(\mathbf{x}, \mathbf{y}, \tau),$$

$$\Phi_T(\mathbf{x} - \mathbf{y}, \tau)$$

and $\Phi_A(\cdot), \Phi_P(\cdot), \Phi_T(\cdot)$ denote the joint feature representation functions that return HOG score, $d_H$ distance between different parts of the colour histogram $\Psi_C$ and their corresponding part of mean appearance $\tau$, and the difference between appearance templates of the previous frame and the first frame to the current frame respectively. We concatenate all the observation weights to give $w_O = [w_O; w_O; w_O; w_O]^T$. Intuitively, $w_O$ weights the observation features i.e. the trackers at each pixel to give a map that ideally peaks at the body center of the target pedestrian.

### 3.1.2. Transition model

Similar to the observation model, we define the transition model as

$$F_T(\mathbf{y}^{(t-1)}, \mathbf{y}^{(t)}; w_T) = w^T_T \Phi_T(\mathbf{y}^{(t-1)}, \mathbf{y}^{(t)}),$$

where $F_T(\cdot)$ is a symmetric motion model. The motion model discretizes the distance travelled between two consecutive frames into a number of bins that represent concentric circles centered at the previous location. So, we have

$$\Phi_T(\mathbf{y}^{(t-1)} - \mathbf{y}^{(t)}),$$

$$\text{bin}_k(d') = 1_{[d' = k]} = 1, \ldots, [d^\text{max}],$$

in which we bin the Euclidean distance between the 2d image locations of $y$ and $y'$. $1_{[\cdot]}$ is the indicator function and bin $(\cdot)$ acts as a selection operator that generates a vector of length $d^\text{max} + 1$ with all the elements set to 0 except one being 1. The upper bound $d^\text{max}$ on the travelled distance from one frame to the next one is estimated from the data. Note that the symmetric motion model results
in $w_r$ being a disk-like, constant position motion prior which is learned jointly with all other parameters.

3.2. Trajectory representation

As noted earlier, we require a combined feature representation in order to build our scoring function. We encode a trajectory-video pair $(x, y)$ using a function $\Phi(\cdot)$, whose components we introduced previously, that compactly represents their statistics. Recall that this representation is decomposed in the same way that the model parameter vector does, namely \( \Phi = [\Phi_N; \Phi_C; \Phi_P; \Phi_R; \Phi_T] \).

This final combination of all cues, aggregated over all frames of a trajectory, form the representation $\Phi(\cdot)$ for a trajectory. The weights $w$ needed to score a trajectory will be set using the learning procedure. We next describe how to perform inference in this model – which is necessary to apply it to tracking as well as the aforementioned learning.

3.3. Tracking as inference

In our setting, tracking amounts to performing inference in our conditional temporal model given the video and parameters $w$, i.e. finding the highest scoring trajectory. Note that if we were to solve the general problem shown in Fig. 4a, we would need to find

$$y = \arg\max_y F(x, y, r; w),$$

(7)

where $F(\cdot)$ would be a scoring function that requires describing the appearance of a particular object and finding the optimal trajectory simultaneously. However, we do not do so. Instead, we perform inference using the sub-models in Fig. 4c and d for each object:

$$\hat{x} = \arg\min_x \left| \Phi(x) - y \right|_2^2,$$

(8)

$$\hat{y} = \arg\max_y F(x, y, w, \hat{r}).$$

(9)

Obviously, exhaustive search for the optimal trajectory is not reasonable. We efficiently solve this problem using a modified version of the Viterbi algorithm which is given by the following dynamic program

$$M^{(t)}_{(s)} = \max_{l_b} \left( M^{(t-1)}_{(l_b)} + \Phi_s(y^{t-1} = l_b, y^t = l_c) \right)$$

$$+ \Phi_r(y^t = l_c), \quad t = 2, \ldots, T, \quad l_b \in N(l_c),$$

$$M^{(1)}_{(l_{\text{init}})} = 0, \quad \forall t \neq l_{\text{init}}, \quad M^{(0)}_{(\cdot)} = -\infty.$$  

(10)

In fact, back to our CRF model depicted in Fig. 4a, we are interested in maximizing the conditional

$$p(y|x, w, r) \propto \exp(F(x, y, w, r))$$

(11)

namely finding the maximum of the log-posterior of the paths (i.e. terminating pixels marginalized over time) given the parameters with the prior for initial location $y^{(1)}$ set to 1 and all other pixels set to 0. Note that we are using a binding prior that sets to zero the posterior over trajectories that do not start from the initial location. Each element $M^{(n)}_{(l)}$ corresponds to a pixel and indicates the score of the highest scoring trajectory that originates at the initial location $l_{\text{init}}$ and terminates at pixel $p$ at time $t$. A traceback from the final most scoring location is done to recover the track. In our notation, $l_c$ and $l_b$ refer to the current hypothesized location and its neighboring location(s) respectively. We just search the neighborhood $N(l_c)$ when trying to find the next possible location instead of doing a full search. Note that this local search is valid since it complies with the nature of the movements of humans as a pedestrian is not expected to jump to a pixel which is far away from the current location. Namely, we are finding an exact solution in the space of “valid” trajectories.

As we will point out later, we need to run our tracker in the original resolution since all the trackers to which we will be comparing our system are doing the same. However, performing inference in high resolutions turns out to be computationally prohibitive even with local search and integral histogram optimizations. Thus, we resort to approximate inference. So, we perform beam search and only consider the $H$ top-scoring hypotheses and discard the rest. This allows us to produce the tracking results in the original resolution while keeping the inference feasible. Obviously, beam search will return suboptimal results because it does not explore the whole hypothesis space. However, experimental results show that our approximate inference scheme works well in practice.

4. Margin criterion for learning

The learning task is to find a set of parameters that can discriminate between a compatible video-trajectory pair and all other trajectories. Learning the model parameters in this problem setting is challenging since we do not have negative examples. In other words, we do not know how a “bad” trajectory looks like and more importantly, how it differs from a “good” one as this information is not included in the dataset. Moreover, as considering all possible “bad” trajectories is intractable – the number of these grows exponentially with the length of a track.

However, recent advances in structured output prediction [28] provide a principled method for choosing parameters in this setting. We can find parameters $w$ that maximize the score of $N$ given ground truth tracks while pushing down the score of potential runner-up negative examples, modulated by a measure of how “bad” the negative examples are:

$$\min_w \frac{1}{2} \left\| w \right\|^2_2 + \frac{C}{N} \sum_{i=1}^{N} \xi_i,$$

s.t. \( \forall i = 1, \ldots, N, \quad \xi_i \geq 0, $$

$$F(x_i, y_i) - F(x, y) \geq \bar{\gamma}(y_i) - \xi_i \quad \forall y_i \in \mathcal{Y}. $$

(12)

(13)

The constant $C > 0$ specifies the relative importance of margin maximization and error minimization which is determined by cross validation. Note that we are considering the margin rescaling formulation [28], i.e. requiring the score of ground truth $y_i$ to be at least as far away from the score of a possibly incorrect trajectory $y$ as the loss $\mathcal{L}(y, y)$ incurred when predicting $y$. The averaging is performed to make examples with different lengths comparable since in an unnormalized representation, the location of joint representations of both positive and negative examples with respect to the hyperplane(s) and hence the shape and location of the feasible region would also depend upon the length of the sequence.

A common loss function would measure the total squared Euclidean distance between corresponding locations in two trajectories:

$$\mathcal{L}(y, y) = \sum_{t=1}^{T} \left\| y^{(t)} - y^{(t)} \right\|_2^2.$$

(14)

In tracking, a target is often considered to be “lost” if the tracker is off by more than a predefined number of pixels $\rho$. So, we also define a bounded loss function which is again additive and is expressed as:

$$\mathcal{L}(y, y) = \sum_{t=1}^{T} \min\left( \rho^2, \left\| y^{(t)} - y^{(t)} \right\|_2^2 \right)$$

(15)

As discussed earlier, we need to generate negative examples so we can try and solve for them only to make the optimization tractable. So, for each training pair example $(x_i, y_i)$ we seek to find

$$\hat{y} = \arg\max_{y \neq y_i} (F(x, y) + \mathcal{L}(y, y)).$$

(16)
This is an iterative procedure: we solve for $\mathbf{w}$ then we find $\mathbf{y}$ (for all examples) given $\mathbf{w}$ and, having maintained a small nonredundant set of negative examples, repeat until a desired stopping criterion is met. We use the SVMstruct framework [28] to solve this problem.

We can imagine two main types of negative examples: (1) Tracks that start from initial location and drift to background i.e. anything other than an instance of object category of interest. (2) Tracks that start from initial location but get hijacked by distractor(s) i.e. other instances from the same object category that are similar and close enough. Further, any mistrack would be either of the above or a combination of them.

Let us now consider the rationale behind our bounded loss function and the semantics of negative examples that we generate using Eqs. (15) and (16). We consider the tracker to be lost if, at any time point, it is off by at least $q$ pixels. But as long as it is lost, our loss term turns into a constant and all such trajectories are equally invalid (as far as loss is concerned) since they are false tracks anyway and we will just keep track of the amount of time they were lost. Therefore, it will be up to the scoring function to determine bad examples and this amounts to finding the most confusing trajectory among all wrong ones according to the current model parameters $\mathbf{w}$. In contrast to unbounded loss, we believe that a bad trajectory is useful not for being as far as possible but for being close to the ground truth yet being wrong, i.e. belonging to background or distractor(s). Note that, a mistrack will necessarily spend some time in the background and for the case of drift this is going to be considerable which makes them less challenging. Such examples will, after a few iterations, become easy (especially if we use detector features such as HOG) and hence distractors are the most informative negative examples in this setting. We call a negative example informative if it contributes to discriminative power of our tracker by identifying an important and representative failure mode. Features such as transition features might be similar in both classes (e.g. distractors in this case) which would then help find suitable weights for them relative to other features. Note, however, that considering our assumption about non-overlapping objects, a distractor will spend some time in background and therefore is expected to have sufficiently distinguishable features.

Some notable stages of the optimization procedure using unbounded loss and a suitable constant $C$ are illustrated in Fig. 5. Green indicates ground truth trajectory and red is the negative example. We can observe that, among the generated trajectories for this particular training sample, some examples can be thought of as being important failure modes. For instance, Fig. 5b shows a trajectory that corresponds to drift. Also, Fig. 5c shows a distractor negative example where the tracker is learning to avoid tracking other people whose appearance is similar to the target pedestrian. Note that examples generated using bounded loss tend to make more sense, i.e. drifting to nearby similar objects instead of going to the farthest corner as in Fig. 5a. Obviously, the quality of the features corresponding to a trajectory does not necessarily degrade if it is shifted away from the ground truth.

5. Automatic detection and tracking with MMTrack

We have described MMTrack for a single target with known initial location. For most applications, simultaneous detection and tracking is of vital importance. In this section we relax the assumption of known initial target location, and show how to use MMTrack in this setting. We demonstrate that this system can be used to automatically detect and track pedestrians.

In order to extend MMTrack to a fully automatic detection and tracking system, we have to add capability to detect entering and exiting pedestrians to MMTrack. We use the HOG pedestrian detector to automatically initialize our tracker, running it over the entire video sequence. Because HOG is also used as one of
This inference has computational complexity the temporal length of a block in frames, and summarize, for each of the are proceeding to generate the tracks for the next block. To sum-...
neering data collection [13]. It contains both daytime and night-time sequences. A top-down view of a moderately crowded scene is captured with a variety of moving objects typical to an urban setting. This includes cars, bicyclists, and pedestrians. The amount of change in illumination, scale and pose is not significant but one needs to deal with background clutter and partial occlusions. The main challenges in the dataset are the presence of crowded blobs of moving pedestrians that introduces many potential distractors and background change that occurs when people move from sidewalk to street area and vice versa (an example frame is shown in the left side of Fig. 2).

6.1.2. PETS09 dataset

We use the S2.L1 dataset taken from the PETS 2009 competition. The dataset consists of a 794-frame video recorded at about seven frames per second from a pedestrian path at a university campus. Unlike UBC Fireworks, this dataset has significant scale variations due to perspective effects. The viewpoint also introduces occlusion issues with occasions where pedestrians are completely occluded for a long time either by a background object or other pedestrians. Other challenges include the presence of many people dressing similarly in the frames and considerable pose change.

We use a portion of the UBC Fireworks as our training dataset, and the weights obtained are then used for testing of both UBC Fireworks (disjoint subset) and PETS09 datasets.

6.2. Implementation details

The main bulk of computation time comes from the feature extraction. To reduce training time, we precompute HOG and colour histogram distance features prior to training and testing. Appearance templates, however, must be generated online since they are pairwise potentials and we compute them efficiently using integral images. We significantly reduce the space of possible trajectories in training by running the Viterbi algorithm in steps of nine pixels in both horizontal and vertical directions so the actual working resolution is 160 × 120. We define the neighborhood \(N_{(l)}\) to be the area within a radius of two pixels centered at the current location \(l\). This choice is made based upon empirical statistics of the dataset which is in fact a function of the camera angle, average walking speed of pedestrians and frame rate. Similarly, we set the \(d_{max}\) in the motion model and \(\rho\) in the bounded loss to the same constant. Note also that because the testing processes images at different resolution from training, the motion model obtained from training must be adapted for testing. So, a simple nearest neighbor interpolation of the motion model is performed using the same number of discretization bins as in training and the weights are used directly.

For the histogram distance feature, we use the integral histogram optimization technique [20] to efficiently compute the histogram of any rectangular window in the image. With the integral histogram technique, all nine histograms representing the different body sections can be computed with a few arithmetic operations once the integral histogram is built. We also optimize computation of the appearance template features by computing the sum-of-absolute difference with a modified integral image technique [29]. However, due to the high resolution of the datasets (1440 × 1080 and 768 × 576 respectively), full inference in the original resolution turns out to be computationally prohibitive even with optimized feature generation. Therefore, we resort to pruning strategies for inference at test time by performing beam search. With beam search, we only evaluate the \(H\) highest-scoring trajectories at each time step (\(H\) is set to 3 in our experiments). Beam search allows us to perform inference in the original resolution at the expense of suboptimality as it only considers a small subset of the hypothesis space. However, applying beam search at training phase hurts the results since performance guarantees for the related learning algorithms build upon exact inference. Although both beam search and input subsampling explore only a subset of the whole space, our experimental results show that both approximations work well in practice.

The HOG detection window size for UBC Fireworks is set to 48 × 112 and the detection is performed on a pyramid whose scale varies up to 130% of the original resolution. The bounding box size that we use for computing other features is also fixed as scale and angle do not change substantially. This is not the case for PETS and

![Fig. 7. Trajectory clustering result for one pedestrian. (a) Time lapse of all tracks containing the pedestrian. (b) Three clusters of trajectories. (c) Largest cluster, in blue, is correct cluster containing the pedestrian.](image link)
we used the camera calibration information provided with the dataset to map 2D pixel coordinates to 3D world coordinates and vice versa. We assume $\rho = 1.8$ m, pedestrian height of 1.6 m and height:width ratio of 4:1 to rescale the bounding boxes and the motion model (measured in meters) appropriately. For the colour histogram distance feature, this means computing the histograms over sections of the rescaled bounding box. For appearance template features, both the template and the hypotheses are rescaled to a fixed resolution at which the sum of absolute differences is then computed.

6.3. Qualitative evaluation

We first describe qualitative detection and tracking results on the two datasets. We reiterate that training is done using a subset of the UBC Fireworks dataset, with testing on a disjoint subset as well as transfer of these parameters to the PETS09 dataset.

6.3.1. UBC Fireworks qualitative evaluation

We use three UBC Fireworks dataset clips for our qualitative evaluation. The three video clips are recorded at 25 frames per second, with durations of 6 m:18 s, 6 m:46 s, and 3 m:20 s. The first two clips were taken in daytime, the latter in nighttime. The same set of weights are used in all our experiments. To generate the trajectories, we run our automatic detection and tracking system as described in Section 5. Fig. 8 shows our performance on a daytime clip. We observe that our tracker does a decent job even in crowded conditions. We could identify two rare sources of error in our tracking system as being HOG false alarms resulting in non-pedestrian objects such as cars to be tracked, and pedestrian full occlusion that occurs when they walk behind another object such as a tree. All demo videos are available at our project website.2

Fig. 9 is an example demo from the UBC Fireworks dataset that illustrates the importance of our cue combination strategy. As observed in the subfigures, our tracker with only HOG and histogram distance features drifts to a nearby distractor at some parts of the track as it does not know about the initial appearance of the person. The jitter in the trajectory is mostly due to lack of fine details of the appearance which roughly makes the neighbors become equally good according to the model. On the other hand, with HOG and appearance templates, the tracker gets stuck in background area at the boundary between the sidewalk and the street. The reason is that the significant change in appearance template from frame to frame which occurs at this boundary is rare and hence not supported by the average statistics encoded by the model. So, the tracker is not robust against sudden changes in appearance. Also, since information about average appearance and average background is lacking, drift is inevitable and the role of initial template breaks as background pixels make the stay in sidewalk more rewarding than moving toward the street. The combination of HOG, distance maps and appearance templates manages to track the person correctly. In this case, the system is stable against rapid changes while being reasonably accurate. Note that the same situation happens for PETS. However, the role of features in that data set depends on how clean the features we obtain are in practice after performing the rescaling.

http://www.cs.sfu.ca/research/groups/VML/MMTrack.html.
We compare our single-target tracker with algorithms proposed by Collins et al. [6] and Babenko et al. [2]. We used the MIL-tracker software provided by the authors and implemented our own version of Collins et al. [6] which we call the Collins–Liu tracker. We only use the Fireworks dataset as these methods are not designed to handle scale variations. We use 10 manually-labeled trajectories from different sequences for training. Both training and test examples are of length 350–500 and contain easy, moderate and hard sequences ranging from a solitary person going through the scene to a pedestrian walking within a crowd with partial occlusions. We chose 22 other trajectories and manually labeled them for evaluating the performance. We run independent instances of the tracker forward and backward in time in order to get complete trajectories starting from the fixed set of selected detections. Trackers are terminated once they are within a certain number of pixels from image borders. We use the same procedure to extract trajectories using other methods so we can make a fair comparison.

Besides the usual average pixel error measure (Avg. Err.), we use two other performance measures proposed in [33,14]. Correct Detected Track (CDT) indicates the number of correct trajectories. A track is defined as a CDT if the amount of spatial and temporal overlap with the ground truth exceed thresholds $T_{ov}$ and $T_{ov}$, respectively, where $T_{ov}$ and $T_{ov}$ are both set to 0.5 in our experiments. This roughly means that at least half of a CDT must temporally coincide with its ground truth, its length cannot be less than half of its ground truth, and the average spatial overlap must be at least 0.5. Multiple Object Tracking Precision (MOTP) [14] or Closeness of Track (CT) [33] is defined as the average spatial overlap between a ground truth and a system track in the temporally coincident portion of the track. Its value ranges from 0 to 1, with 1 indicating that the track is exactly the same as the ground truth in the temporally coincident section of the track. More detailed explanation of the measures are provided in [33,14]. Note that since we are focused on single target tracking, other performance measures from [14] are not applicable.

6.4.1. UBC Fireworks quantitative evaluation

To gain more insight into the importance of our feature combination, we design experiments on both datasets with groups of features turned off. For this purpose, we learn different sets of parameters for each combination of the features independently. Table 1 presents the results on Fireworks.

The second set of experiments, also shown in Table 1, compare our tracker with other trackers on the same test set. As we can see in the table, our tracker outperforms the MIL-tracker [2] and Collins–Liu tracker [6] in this dataset. These results provide a system-level comparison, since these trackers build upon different feature sets. Also, both [6,2] are only concerned with appearance modeling and do not include a parameterized motion model. One can explain this promising performance by reasoning about the role of different cues in our system. Specifically, the HOG feature helps the tracker eliminate areas belonging to non-pedestrian objects, the histogram distance maps provide a rough description of the pedestrian and helps alleviate drift whereas appearance templates provide finer levels of the appearance, with the previous frame appearance template allowing some degree of adaptability to appearance change over time.

Table 1 shows that removing some of the features significantly reduces the performance indicating that the combination of HOG, histogram distance and template appearance features is essential.

<table>
<thead>
<tr>
<th>Tracker</th>
<th># CDT</th>
<th>MOTP</th>
<th>Avg. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMTrack:All</td>
<td>21</td>
<td>0.67</td>
<td>7.01</td>
</tr>
<tr>
<td>MMTrack:Hist + Templates</td>
<td>20</td>
<td>0.61</td>
<td>12.74</td>
</tr>
<tr>
<td>MMTrack:HOG + Templates</td>
<td>14</td>
<td>0.52</td>
<td>22.24</td>
</tr>
<tr>
<td>MMTrack:HOG + Hist</td>
<td>10</td>
<td>0.47</td>
<td>14.40</td>
</tr>
<tr>
<td>MILTrack</td>
<td>19</td>
<td>0.61</td>
<td>19.87</td>
</tr>
<tr>
<td>Collins-Liu</td>
<td>14</td>
<td>0.54</td>
<td>21.24</td>
</tr>
</tbody>
</table>

Bold denotes the best value in each column.
Table 2
Quantitative results on 25 targets from PETS 2009 dataset. Higher # CDT and MOTP are better, lower Avg. Err. is better.

<table>
<thead>
<tr>
<th>Tracker</th>
<th># CDT</th>
<th>MOTP</th>
<th>Avg. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMTrack:All</td>
<td>21</td>
<td>0.61</td>
<td>10.37</td>
</tr>
<tr>
<td>MMTrack:HOG + Hist</td>
<td>20</td>
<td>0.64</td>
<td>13.48</td>
</tr>
<tr>
<td>MMTrack:HOG + Templates</td>
<td>15</td>
<td>0.56</td>
<td>22.16</td>
</tr>
</tbody>
</table>

Bold denotes the best value in each column.

6.4.3. Learning scheme and loss functions

In achieving good performance. While each feature group is responsible for avoiding certain types of failures, interactions between groups accounts for difficult situations. Hence, when a feature group is discarded, not only the corresponding failure modes show up but also more complicated failure modes occur as feature groups are not independent.

Table 1 indicates that the most important components of our tracker are colour histograms and appearance templates. The second row, which corresponds to the system with the second best results, does not include HOG score which implies that our tracker does not really depend on a detector although a good one would slightly improve the performance.

We also consider PETS data for our quantitative evaluations.

This experiment is done with the parameters learned using the Fireworks dataset and serves as an evaluation for our method on unseen data. Reported tracking results on PETS datasets are all multi-target tracking algorithms and our method, as a single-target tracker, is not directly comparable to them. Moreover, there is no publicly available state-of-the-art single-target tracking software that handles scale change. Therefore, we do not perform comparisons with other trackers for this dataset. Because full occlusion is very common in this dataset and our single-target tracker has no inherent mechanism to perform occlusion reasoning, we split the ground truth to segments that do not contain such instances, resulting in 25 ground truth tracks.

Table 2 summarizes the results on PETS. Again, the same observations about feature combinations apply – adding features improves performance.

6.4.2. PETS quantitative evaluation

We also consider PETS data for our quantitative evaluations. The version of MMTrack we have described is a single-target tracker, is not directly comparable to them. Because full occlusion is very common in this dataset and our single-target tracker has no inherent mechanism to perform occlusion reasoning, we split the ground truth to segments that do not contain such instances, resulting in 25 ground truth tracks.

Table 3 summarizes the results on 22 test samples from UBC Fireworks.

Table 3

<table>
<thead>
<tr>
<th>Learning</th>
<th>Loss type</th>
<th># CDT</th>
<th>MOTP</th>
<th>Avg. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>λ₂</td>
<td>15</td>
<td>0.56</td>
<td>11.38</td>
</tr>
<tr>
<td>Exact</td>
<td>λ₂</td>
<td>21</td>
<td>0.67</td>
<td>7.01</td>
</tr>
<tr>
<td>Approx.</td>
<td>λ₂</td>
<td>17</td>
<td>0.61</td>
<td>9.90</td>
</tr>
<tr>
<td>Approx.</td>
<td>λ₂</td>
<td>20</td>
<td>0.64</td>
<td>12.24</td>
</tr>
</tbody>
</table>

Bold denotes the best value in each column.

6.4.3. Learning scheme and loss functions

We also tried exact and approximate learning schemes as well as bounded and unbounded loss while keeping the inference the same for all the experiments. Table 3 shows the performance of our tracker. As seen in the table, exact training using bounded loss achieves the best result in all measurements among all the configurations of MMTrack. Theoretical guarantees of the optimization algorithm explains the superiority of the exact training over approximate training. We believe that bounded loss better matches the nature of our measurements as it is closer to the overlap criterion in CDT and stops (over) penalizing as soon as the overlap becomes zero and so performs better compared to unbounded loss in all settings as expected.

7. Conclusion

In this paper, we introduced an offline tracker that employs a large margin learning criterion to effectively combine different trackers. Although MMTrack is used for pedestrian tracking in this work, we believe that our framework is general and can be used to track other objects provided that features can reliably describe the target object and handle situations of interest while avoiding confusions for our discriminative classifier. For instance, one could model articulated objects in the same way as we included our set of features.

The version of MMTrack we have described is a single-target tracker and thus it has no capability to reason about full occlusions. We believe that rather than adding occlusion handling capability to a single-target tracker, better results can be achieved by using a multi-target tracking framework. In contrast to single-target trackers that assign a trajectory to each target without considering other objects, multi-target trackers jointly consider the state of all targets in determining their trajectories. We believe that extending this framework to multiple target tracking would be fruitful ground for future research.

Our tracking system has limitations in handling severe occlusion and track hijacks caused by significant change in appearance or situations where the background patch is very similar to the appearance of the target. Incorporating mechanisms that would enable single target trackers to explain long-term occlusions while avoiding distractor hijacks turns out to be very challenging. Again, incorporating long term occlusion into the model and learning procedure would be interesting future research.

Another assumption in our current model is that the same linear weights are valid throughout the tracking. One could also define variants of our model that have non-linear weights, or weights that are functions of properties of the scene or tracking situation. For example, learning different parameters for different locations in the scene may also be of interest. Such a tracking system would be able to deal with location specific situations that are difficult to handle for a generic tracker. This is motivated by the intuition that the relative importance of the features is likely to be affected by the statistics of background patches and particular occlusions at different locations. On the other hand, designing trackers with more complicated statistics or background models could result in better performance. Finally, defining suitable problem-specific loss functions that directly optimize for benchmark measurements is desirable.
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