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Abstract—Delta Debugging is a longstanding approach to automated test case reduction. It divides an input into chunks and attempts to remove them to produce a smaller input. When a chunk is successfully removed, all chunks are revisited, as they may become removable from the smaller input. When no chunk can be removed, the chunks are subdivided and the process continues recursively. In the worst case, this revisiting behavior has an \( O(n^2) \) running time. We explore the possibility that good test case reduction can be achieved without revisiting, yielding an \( O(n) \) algorithm. We identify three independent conditions that can make this reasonable in practice and validate the hypothesis on a suite of user-reported and fuzzer-generated test cases. Results show that on a suite of large fuzzer-generated test cases for compilers, our \( O(n) \) approach yields reduced test cases with similar size, while decreasing the reduction time by 65% on average.
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I. INTRODUCTION

Reproducing a bug is a critical part of the debugging process [1]. One key component of this is a test case or input that exhibits the bug. However, these test cases may be large and unwieldy. They may include irrelevant information, making it unclear which parts of the test case are actually related to the buggy behavior. They may also include repetitive or unnecessary information that is related to the bug but not required in order to understand the bug’s behavior and fix it. Thus, such extraneous information in a test case may hinder the task of understanding and fixing a bug. This can be particularly problematic for test cases that result from automated test generation techniques. While techniques like random testing [2] and fuzzing [3] have shown great effectiveness and grown in usage, part of that effectiveness comes from constructing large, complex test cases [4] [5]. As a result, tools that can help automate the process of reducing a test case can be of great value.

Delta Debugging [6] is a fundamental technique for automated test case reduction. It attempts to find a smaller input for a test case such that some property of interest (usually a failure that needs to be debugged) still holds in the reduced version. The technique works by first partitioning an input into chunks and then attempting to remove or retain individual chunks to produce a smaller input. Note that removing one part of an input may enable other parts of the input to also be removed. Thus, when the algorithm removes a chunk of the input while still reproducing the desired property, all remaining chunks are revisited, as they may become removable themselves. When no further chunks can be removed, the chunks are recursively partitioned and the process continues. Because successfully removing a chunk may cause all already visited chunks to be revisited and tested again, this revisiting behavior causes the algorithm to perform \( O(n^2) \) tests in the worst case where \( n \) is the size of the input. For large inputs this can be costly, easily taking hours to reduce a single input [3]. Hence, techniques for further speeding up the test case reduction process are desirable.

By only slightly modifying the Delta Debugging algorithm to skip the process of revisiting already considered chunks of the input, we can reduce the number of tests in the worst case behavior from \( O(n^2) \) to just \( O(n) \). However, this revisiting behavior is a key part of ensuring the minimality guarantees that Delta Debugging provides [6]. By skipping this process, one might expect that the test case reduction becomes grossly less effective. However, the return on investment (time vs. reduction effectiveness) is not well studied.

In this paper, we explore the possibility that this expensive revisiting process may not be necessary in practice. We observe that three key formal and empirical conditions of test case reduction can enable the process to produce minimal or near minimal test cases while skipping revisiting of already considered chunks. This enables us to make use of test case reduction that in the worst case performs \( O(n) \) tests in practice. More specifically, we make the following contributions:

1) We identify three independent conditions for test case reduction that can eliminate the need for revisiting: (1) common dependence order, (2) unambiguity, and (3) deferred removal. Among these conditions, the idea of common dependence order is briefly mentioned but not explored in some research and development works [7] [8] [9]. Unambiguity is proposed by Zeller in [10]. The last condition, deferred removal is a notion defined in this paper.

2) We empirically validate that these conditions fre-
quently occur in practice in a suite of buggy test cases for compilers (both reported and fuzz-generated).

3) Under the assumption that these conditions hold, we propose One Pass Delta Debugging, a simpler formulation of Delta Debugging with linear time complexity. We also explore how dissatisfaction of these conditions does not negatively impact the correctness of our algorithm.

4) We empirically evaluate One Pass Delta Debugging on a set of test cases and compare its results with classic Delta Debugging in terms of the size of the reduced test cases, number of steps in the reduction process, and the reduction time. Our approach reduced the reduction time by 0-73% across all the benchmarks with an average improvement of 33%. This average was 65% for the more pathological fuzzer-generated test cases. Our final reduced test cases were the same in 9/15 benchmarks. Most of the remaining 6 differed by only a few tokens.

The rest of this paper is organized as follows: In the next section, we present a brief description of the Delta Debugging algorithm. In section III, we explain the above-mentioned three conditions and discuss how they can lead to a simpler version of Delta Debugging. In section IV, we propose our algorithm. Section V empirically evaluates the occurrence and frequency of the conditions defined in section III in practice and measures the practical impact of exploiting them on the performance of test case reduction. The paper closes with discussion, related work and conclusions.

II. BACKGROUND

The aim of test case reduction is to take a test case satisfying some property and produce a smaller test case satisfying the same property. Often, the property of interest is that the test case exhibits a particular failure. From here on, we refer to a test satisfying a particular property as “inducing the failure” without loss of generality. More formally, we define an oracle $\phi$ as follows.

**Definition 2.1 (Oracle):** An oracle $\phi$ is a function such that, for a test case $\tau$,

$$\phi(\tau) = \begin{cases} \checkmark & \text{if } \tau \text{ induces the failure} \\ \times & \text{else} \end{cases}$$

Delta Debugging is a well established approach for test case reduction [6]. Starting from a failure inducing test case $\tau$, Delta Debugging explores the search space of subsequences of the test case using a greedy search algorithm. These smaller tests are constructed by removing portions of the original test case and running an oracle to determine whether they trigger the failure or not. If a smaller test induces the failure, then the process continues recursively on that smaller test. The $ddmin$ algorithm for test case reduction using Delta Debugging is presented in Fig. 1.

Intuitively, the algorithm uses the helper $ddmin$ to consider test case $\tau'$ partitioned into $n$ subsets (with $n$ initially 2). $ddmin$ can be broken into the following steps:

1) **Reduce to subset.** It checks whether there exists a partition $\Delta_i$ such that $\phi(\Delta_i) = \times$. If so, the process continues recursively on that subset.

2) **Reduce to complement.** Otherwise, it checks whether there exists a complement $\nabla_i = \tau' - \Delta_i$ such that $\phi(\nabla_i) = \times$. If so, the process continues recursively on that complement (without repartitioning).

3) **Increase granularity.** Otherwise, if the partitions have not reached the finest granularity, it subdivides each partition if possible and proceeds to step 1.

4) **Done.** It otherwise terminates and returns $\tau'$ as the reduced test case.

While the best case performance of $ddmin$ is logarithmic in the size of the test case, the worst case behavior is quadratic [6]. This quadratic behavior arises because of step (2) in the algorithm. When reducing to a complement, every partition within that complement is considered, even if it was already tested once. Pathologically, the last complement visited may succeed, causing all remaining partitions to be visited again recursively, and the process continues. Thus, this revisiting of already considered partitions is a cause of the worst case quadratic behavior of the algorithm.

In practice, the pathological quadratic behavior can arise due to dependencies in the test case. That is, one part of a test may not be removed unless another part of the test is also removed. Consider the example in Fig. 2. The original test case is abcdefgh. Here, each character represents a chunk of the test case and the test case could be any type of an input that needs to be simplified (e.g. a program that causes a compiler to crash). $n$ is the number of subsets that the test case is divided into in a given step. Assume that the minimal failure inducing test case is aceg, in which every single character is necessary to trigger the failure. However, b cannot be removed without first removing d, nor d without f, nor f without h. In this case, all trials until $ddmin_2$ reaches the finest granularity do not induce the failure. Then the complements of the last removable elements succeed in reverse order, requiring all of the remaining complements to be tried again. More specifically, in a subset or complement trial, the portion under test is a subset (\(\Delta_i\)) in Fig. 1) or complement of a subset (\(\nabla_i\)), respectively. If the oracle fails in a complement trial (Reduce to complement), the test case is updated by removing the complemented subset. A revisiting process is then performed without repartitioning to re-run all previous complement trials in that granularity with the new updated test case. Three rows are highlighted in Fig. 2 to depict this revisiting process clearly. After successfully
III. CONDITIONS FOR SKIPPING REVISITING

Why might skipping revisits be okay? In this section, we identify three key reasons: common dependence order, unambiguity and deferred removal.

A. Common Dependence Order.

Just as in Fig. 2, sometimes there is a preferred ordering that can improve the overall efficiency of Delta Debugging. For example, when removing statements from a C program, uses of identifiers must be removed before their declarations in order to satisfy validity constraints. Since the uses mostly occur after their definitions, removing the lines of a C file in reverse order is likely to remove the uses first and thus enable removing declarations when they are first visited. When the common ordering of dependences for a particular test case structure is known, the complement trials can be ordered to respect the dependences. We refer to this condition as the common dependence order.

B. Unambiguity.

Unambiguity was a property proposed in the original version of Delta Debugging [10].

Definition 3.1 (Unambiguity): A failing test \( \tau \) is unambiguous if \( \forall \tau_1, \tau_2 \subseteq \tau, \phi(\tau_1) = \mathcal{X} \land \phi(\tau_2) = \mathcal{X} \implies \phi(\tau_1 \cap \tau_2) = \mathcal{X} \). Informally, an ambiguous test case (the one in which unambiguity does not hold) has multiple causes for its
failure. A reduced test case that satisfies any of these causes is failure-inducing. Consider the example in Fig. 2
\( \phi_2 \) in Fig. 3 fails if both a and c are present in the test case and passes otherwise. Test case \( \tau \) with this oracle is unambiguous since both \( ef \) and \( gh \) can be removed from \( \tau \) individually, and the test case generated by combining the results of these two removals still induces the failure. However, in \( \tau \) with \( \phi_3 \), the property of interest is the presence of either \( ch \) or \( df \). Hence, \([3,4]\) does not hold in this scenario because \( \phi_3(abcdef)=X \land \phi_3(abcdgh)=X \) but \( \phi_3(abcd)=\checkmark \). Note that an unambiguous test \( \tau \) enables reasoning about subtests \( \tau_1 \) and \( \tau_2 \) independently because the results can be recombined using intersection, which is independent of order. Thus, if unambiguity holds for a test, the order in which reduce to complement operations are performed is irrelevant and revisiting need not be performed.

C. Deferred Removal.

Consider the example in Fig. 5 (a) performs revisits while (b) skips them. Assume that at some point in the reduction process, we have input \( abcdfeghi\) with \( n=6 \) and \( ij \) cannot get removed before \( k1 \). The highlighted rows in (a) are the tests that are skipped and not performed in (b). These tests are the ones that are executed after a reduce to complement and are referred to as revisiting as described in section II. As can be seen in Fig. 5 (a), after successfully removing \( k1 \) from the input, all previously visited subsets are tested for removal from the new updated input (highlighted rows). As described earlier in this section, if common dependence order and unambiguity hold, revisiting is not necessary. However, we can see that among the highlighted rows, there is a failing oracle that corresponds to the successful removal of \( ij \) in the revisiting round (the row marked with \( * \) in Fig. 5 (a)). A successful revisit test (with failing oracle) indicates that the two previous conditions, common dependence order and unambiguity, are not satisfied. However, there is also a third condition in the reduction process that we call deferred removal that can make revisiting unnecessary even if the other two conditions do not hold. The test marked with \( * \) in Fig. 5 (a) can be replaced with two tests marked with \( * \) in Fig. 5 (b) when the granularity increases (\( n=10 \)). The reduction process used by Delta Debugging performs refinement and reduction until each element of a test resides in its own partition and no one element can be removed. Thus, if an element of a test could not be removed while reducing at one granularity, it may be removed at a finer granularity when the element is considered in a refined partition. In our example, if \( ij \) could not get removed due to skipping revisits in (b), it can get removed as \( i \) and \( j \) when the granularity increases (from \( n=6 \) to \( n=10 \)) through the natural flow of the Delta Debugging algorithm.

Note that deferred removal comes at a cost. Every time that refinement occurs, a subset that could have been removed but was not turns into two smaller subsets that will be tested independently. Thus, the cost of removing a missed subset may grow exponentially with the number of refinements. However, the worst case cost is actually linear in the size of the subset. At the same time, revisiting as in classic Delta Debugging would require reconsidering all reduce to complement opportunities, leading to the \( O(n^2) \) behavior but possibly at much coarser granularities where \( n \) is smaller. It is not clear what the performance trade off is in practice. We empirically explore this trade-off in section V. The next section presents a formal definition of our algorithm.

IV. ONE PASS DELTA DEBUGGING

Inspired by the observation that revisiting subsets after a “reduce to complement” operation may not be necessary, we consider a variant of Delta Debugging that considers each subset and its complement only once per granularity. We call this variant One Pass Delta Debugging (OPDD) presented in Fig. 6. The key changes from \( ddmin \) are highlighted. Intuitively, the major difference in OPDD is in the handling of “reduce to complement” cases. Instead of recursively restarting the reduction process for each reduce to complement opportunity, OPDD successively removes each remaining unvisited subset from the current minimal test case.

This is captured by applying a standard left fold (\( foldl \)) of complement? on the list of remaining subsets in Fig. 6 complement? simply tries to remove a particular subset from \( \tau X \) and returns the smaller test when it still reproduces the failure. \( foldl \) is a higher-order function that combines the results of complement? executions in order from left to right. After applying the left fold, OPDD calls

\[
\begin{align*}
\phi_1(\tau X) &= \begin{cases} X & \text{if } (a \land c \land e \land g) \text{ in } \tau X \\ \checkmark & \text{else} \end{cases} \\
\text{Dependencies: } b &\leftarrow d \leftarrow f \leftarrow h \\
\phi_2(\tau X) &= \begin{cases} X & \text{if } (a \land e) \text{ in } \tau X \\ \checkmark & \text{else} \end{cases} \\
\phi_3(\tau X) &= \begin{cases} X & \text{if } (c\land h) \lor (d\land f) \text{ in } \tau X \\ \checkmark & \text{else} \end{cases}
\end{align*}
\]

Fig. 3: Oracles used in Fig. 2 and Fig. 3. Dependency \( \leftarrow \) for \( \phi_1 \) means that removing the element on the left side of \( \leftarrow \) before removing the element on the right will not induce the failure.

\[
\begin{align*}
\text{Test Case} & \quad \phi_2(\tau X) & \quad \phi_3(\tau X) \\
\tau : & a & b & c & d & e & f & g & h & \checkmark & \checkmark \\
\tau_1 : & a & b & c & d & e & f & - & - & \checkmark & \checkmark \\
\tau_2 : & a & b & c & - & - & - & g & h & \checkmark & \checkmark \\
\tau_1 \cap \tau_2 : & a & b & c & d & - & - & - & - & \checkmark 
\end{align*}
\]

Fig. 4: Satisfaction and dissatisfaction of unambiguity with \( \phi_2 \) and \( \phi_3 \) (defined in Fig. 3), respectively.
refine on the result to either refine the granularity or finish. This avoids a recursive invocation of opdd2 that would reconsider removing particular subsets from the test case again. Since the “refine or finish” behavior is also present in the main algorithm, it has also been refactored to make use of refine.

**Correctness.** We consider a test case reduction algorithm correct when it is guaranteed to produce a test case that (1) induces the failure and (2) is no larger than the original test case. OPDD is an anytime algorithm that preserves correctness during all its executed steps meaning that in any step, the current version of the test case induces the failure. This holds regardless of whether the conditions described in section III are satisfied or not.

**Proof 4.1:** By induction: In the first step of the algorithm, the original test case triggers the failure. If the test case still induces the failure in step $k$, the test case in step $k + 1$ will always perform a reduce to subset by dividing the test case into half. Since the “refine or finish” behavior is also present in the main algorithm, it has also been refactored to make use of refine.

**Time Complexity.** The interesting measure of algorithmic complexity is how the number of oracle queries grows with input size. Just like Delta Debugging, OPDD performs a logarithmic number of granularity refinements with a constant amount of work for each partition at a particular granularity (querying the oracle for each partition and its complement). As a result, the worst case number of oracle queries of OPDD is $O(n)$ where $n$ is the size of the test case.

In the best case scenario, both Delta Debugging and OPDD have logarithmic time complexity because both algorithms always perform a reduce to subset by dividing the test case into half. In practice, the closer the real-world cases are to the worst case scenario, the improvement in efficiency becomes more noticeable.

**V. Empirical Validation**

In this section, we explore the performance characteristics of OPDD in practice with a particular eye to the conditions mentioned in section III. In particular, we apply OPDD to a suite of real bugs in compilers, both user-reported and fuzzer-generated. We observe that not only can we pragmatically exploit common dependence order, unambiguity and deferred removal, but they can significantly impact the measured running time of the test case reduction process.

We continue this section by asking the following research questions:

- **RQ1.** Is there a common dependence order among elements of test cases in practice?

---

**Fig. 5:** (a) performs revisits while (b) skips them but they both remove the same elements due to satisfaction of the deferred removal condition.

**Fig. 6:** The One Pass Delta Debugging algorithm.
• **RQ2.** Does empirical evidence suggest practical satisfaction of unambiguity?
• **RQ3.** What is the performance of OPDD in terms of reduced test case size, reduction time and number of tests (number of times an oracle is queried)?
• **RQ4.** How can satisfaction of deferred removal play a role in OPDD test case reduction process? Does it help OPDD to generate reduced test cases comparable in size to those generated by classic Delta Debugging?

### A. Test Cases and Experimental Set-up

To examine the impact of OPDD on the reduction of real test cases, we study two sets of test inputs presented in Table I user-reported and fuzzier-generated.

The user-reported inputs are failure-inducing test cases in five different input domains (C, C++, Rust [17], Go [18] and Dot [19]) collected from various online bug repositories [20, 21, 22, 23]. These test cases cause specific version(s) of the language compiler to crash or produce unexpected output. Starting from the most recently reported bugs at the time of conducting our experiments, we selected this set under the condition that we could reproduce the failure.

For fuzzier-generated test cases (fuzz_.c), we used Csmith [24], a tool for generating random C programs that statically and dynamically conform to the C99 standard [25] and can help to find and understand bugs in C compilers [4]. We generated five large C programs causing the Clang compiler [26] (version 3.2) to produce outputs that are statically and dynamically conform to the C99 standard [25]. These test cases cause version(s) of the language compiler to crash or produce unexpected output. Starting from the most recently reported bugs at the time of conducting our experiments, we selected this set under the condition that we could reproduce the failure.

For fuzzier-generated test cases (fuzz_.c), we used Csmith [24], a tool for generating random C programs that statically and dynamically conform to the C99 standard [25] and can help to find and understand bugs in C compilers [4]. We generated five large C programs causing the Clang compiler [26] (version 3.2) to produce outputs that are statically and dynamically conform to the C99 standard [25]. These test cases cause version(s) of the language compiler to crash or produce unexpected output. Starting from the most recently reported bugs at the time of conducting our experiments, we selected this set under the condition that we could reproduce the failure.

For fuzzier-generated test cases (fuzz_.c), we used Csmith [24], a tool for generating random C programs that statically and dynamically conform to the C99 standard [25] and can help to find and understand bugs in C compilers [4]. We generated five large C programs causing the Clang compiler [26] (version 3.2) to produce outputs that are statically and dynamically conform to the C99 standard [25]. These test cases cause version(s) of the language compiler to crash or produce unexpected output. Starting from the most recently reported bugs at the time of conducting our experiments, we selected this set under the condition that we could reproduce the failure.

### TABLE I: Test cases used in our experiments

<table>
<thead>
<tr>
<th>test case</th>
<th>tokens</th>
<th>bytes</th>
<th>failing compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.c</td>
<td>9062</td>
<td>42509</td>
<td>gcc 6.0.1</td>
</tr>
<tr>
<td>2.c</td>
<td>426</td>
<td>5854</td>
<td>clang 3.2</td>
</tr>
<tr>
<td>2.c*</td>
<td>426</td>
<td>5854</td>
<td>clang 3.2</td>
</tr>
<tr>
<td>3.c</td>
<td>1511</td>
<td>6513</td>
<td>gcc 6.0.1</td>
</tr>
<tr>
<td>3.c</td>
<td>1511</td>
<td>6513</td>
<td>gcc 6.0.1</td>
</tr>
<tr>
<td>1.cpp</td>
<td>399</td>
<td>1567</td>
<td>rustc 1.16 beta</td>
</tr>
<tr>
<td>2.cpp</td>
<td>405</td>
<td>1693</td>
<td>rustc 1.9 nightly</td>
</tr>
<tr>
<td>3.cpp</td>
<td>519</td>
<td>2514</td>
<td>rustc 1.17 stable</td>
</tr>
<tr>
<td>1.rs</td>
<td>1712</td>
<td>7244</td>
<td>go 1.7</td>
</tr>
<tr>
<td>2.rs</td>
<td>1712</td>
<td>7244</td>
<td>go 1.7</td>
</tr>
<tr>
<td>3.rs</td>
<td>1712</td>
<td>7244</td>
<td>go 1.7</td>
</tr>
<tr>
<td>1.gv</td>
<td>13449</td>
<td>71148</td>
<td>dot-graphviz 2.38</td>
</tr>
<tr>
<td>2.gv</td>
<td>13449</td>
<td>71148</td>
<td>dot-graphviz 2.38</td>
</tr>
<tr>
<td>3.gv</td>
<td>13449</td>
<td>71148</td>
<td>dot-graphviz 2.38</td>
</tr>
</tbody>
</table>

### B. Hierarchical Delta Debugging

As discussed in Section V-A, our experimental inputs consist of test cases written in programming languages. These inputs are structured and defined based on the language grammar. We use Hierarchical Delta Debugging (HDD), a variant of Delta Debugging that is more suitable for structured inputs.

HDD applies Delta Debugging on levels of an input parse tree or abstract syntax tree (AST) with the goal of generating more valid test variants and pruning away larger portions of the input at an early stage.

To clarify how HDD works, consider the example in Listing 1. This example is a C program with a buggy statement marked with (*). To reduce this test case, Delta Debugging simply partitions the input based on tokens (or characters) and starts by generating the two subsets $\Delta_1=\{\text{void f() \{ int x = 5; \} void g() \}$ and $\Delta_2=\{\text{int y = 10; int z = 15/0;}\}$ that are both invalid C programs. In contrast, HDD generates input variants by applying Delta Debugging on levels of an input AST.

In this example, HDD applies Delta Debugging on level 1 of the tree (the node at level 0 is compilationUnit and cannot be removed) and removes the node corresponding to function f() and all its descendents since they are irrelevant to the buggy statement. Function g() cannot be removed because its buggy child node is required for the failure. On the next level, HDD removes int y = 10; while preserving the buggy statement.

Applying HDD on structured inputs not only increases the likelihood of generating grammatically valid input variants but also speeds up the reduction process by removing irrelevant nodes and their descendents simultaneously.

### C. RQ1. Common Dependence Order in Practice

As described in Section III if the preferred dependence order among elements of a test case is known, complement
trials can be ordered in a way such that performing revisits becomes unnecessary. In this section, we would like to examine whether this common dependence order exists in practice or not.

To conduct this study, we measure the number of successful revisiting subset removals. A successful subset removal means that the test case without the subset (the complement of the subset) causes the oracle to fail (induces the failure). The number of successful revisiting subset removals is the number of subsets that were not successfully removed in the first round of running the oracle, but after updating the test case, they were successfully removed in a revisiting round. We consider two natural orderings for subset removals: forward(→) from the beginning of the test case to the end and backward(←) from the end of the test case to the front. The idea is that the ordering with fewer successful revisiting subset removals is the preferred ordering. For instance in Fig. 2, the preferred ordering is backward with no successful revisits while the forward ordering causes quadratic behavior.

Results are shown in the second and third columns in Table II. As can be seen, for most of the test cases (9 out of 15), the backward ordering is the preferred ordering, which is expected when reducing compiler test cases. For instance, the use of a variable is usually after its declaration and should get removed first to make removal of the declaration possible. Hence, based on this evidence, we can infer that the common dependence order among programming language test cases is backward. However, we can see cases in which the forward ordering is better or where there is no difference between the two orderings. In addition, we can clearly see that even for backward dependence orders, successful revisits still occur. Hence, we cannot conclude that if subsets of a test case are removed in backward order, then performing revisits becomes completely unnecessary.

We later show that deferred removal helps to address cases where a common dependence ordering fails.

D. RQ2. Unambiguity in Practice

As described earlier, if test cases are unambiguous, the removal of different subsets should be independent from each other. Thus, OPDD should produce the same results as classic Delta Debugging.

Parallel Subset Removal. To examine occurrence of unambiguity in practice, we implement a parallel subset removal mechanism. Recall that Delta Debugging and therefore OPDD partition a test into $n$ disjoint subsets where $n$ defines the granularity. At any given granularity with input $\tau = \bigcup_{i=1}^{n} s_i$, we compute $\phi(\tau - s_i)$ for all subsets in parallel (LHS of [3.1]), maintaining a list $S$ of subsets that can be potentially removed successfully from $\tau$ (decided based on the outcome of $\phi(\tau - s_i)$). Finally, at the end of the given granularity analysis, we construct a cumulative input $I$ consisting of subsets in $S$ and then we compute $\phi(\tau - I)$ (RHS of [3.1]). If $\phi(\tau - I) = \phi$, then unambiguity holds at the given granularity with respect to the subsets $S$ and testing continues with the reduced test case. Otherwise, unambiguity does not hold for the subsets in $S$.

For each test case, we compute the total number of granularities with at least one individual successful subset removal that were reached and analyzed during complement trials in the reduction process. The fourth column in Table II shows the number of granularities with only one successful subset removal. Note that unambiguity trivially holds for these granularities since there are no other complements to conflict with the successful test. The fifth column shows the number of granularities with at least two individual successful removals and which the combined set $S$ was also successfully removed. The sixth column is the number of granularities with at least two individual successful removals but where removing the combined set does not produce a test case that induces the failure. As can be seen, the last case where unambiguity fails rarely occurs, which results in a large proportion of cases where unambiguity holds in practice as shown in the last column. This number is the ratio of granularities satisfying the unambiguity condition to the total number of granularities with at least one successful subset removal.

E. RQ3. OPDD Performance

Thus, both common dependence order (to some degree) and unambiguity (strong) have some empirical support in our suite of test cases. This provides some intuition that OPDD may be successful in practice. We run OPDD to compare its performance with classic Delta Debugging. In 5 cases, the increase in the size of the reduced input is negligible (less than 0.2% of original input size). The application under test for one of our test cases (Dot with 1.gv) shows nondeterministic behavior, meaning that results are different for each run of the Delta Debugging on the same input. Hence, we include the average result obtained from multiple runs of this input. In section VI, we discuss the deferred removal condition and its impact in subsection V-F.

Similar to [11], our implementation of Delta Debugging in this paper takes advantage of parallel workers for subset and complement trials to converge to a local minimum as fast as possible. That unambiguity mostly holds in practice also motivates the parallelization of Delta Debugging.

Results are shown in Table III. Interestingly, in 9 out of 15 cases, OPDD generates a reduced test case with exactly the same size of an input produced by classic Delta Debugging. In 5 cases, the increase in the size of the reduced input is negligible (less than 0.2% of original input size). The application under test for one of our test cases (Dot with 1.gv) shows nondeterministic behavior, meaning that results are different for each run of the Delta Debugging on the same input. Hence, we include the average result obtained from multiple runs of this input. In section VI, we discuss nondeterminism in more detail. These results strongly suggest that revisiting may not be necessary in practice.

Now we measure how skipping revisiting as in OPDD can improve the performance of test case reduction in terms of reduction time and the number of tests performed. The fourth column in Table III shows OPDD time improvement over classic Delta Debugging. Based on the results for user-
reported test cases, except for one where OPDD had the same reduction time (1.cpp), we were able to decrease the time by 1.3% to 43%. That corresponds to between 2 and 64 seconds. The more interesting results are related to large fuzzer-generated test cases for which we could decrease the reduction time by 58% to 74%, an average of more than 4 hours. The number of tests also decreases significantly when skipping subset revisits. It is worth noting that these skipped tests are among expensive ones since they examine complements that are larger than subsets and can take longer to be processed.

Note that on average, 90% of successful tests were “reduce to complement” for our set of test cases. Recall that this step enforces the revisiting process in the classic Delta Debugging algorithm. As a result, revisitings tests are common in practice (between 29 to 19,252 tests for our set of test cases), but successful ones are rare (second and third columns in Table II). Although the low frequency of successful revisits is more evidence for supporting OPDD and the idea of revisiting subsets not being required in practice, we can see that successful revisits still occur in scenarios such where unambiguity does not hold and when a straightforward ordering (forward or backward) is not the preferred ordering of complement trials. Thus, an immediate question is why do we either not see any difference in the size of the reduced test case or see only negligible differences? More specifically, the last column in Table III shows the same reduction power for both OPDD and classic Delta Debugging. Why? Subsection V-F addresses this question.

F. RQ4. Deferred Removal: A Case Study

Why do we not see a more significant difference in the size of the reduced test cases generated by the two techniques? To answer this question, we set up an experiment to record when each unique token is removed from the input in the reduction process of both OPDD and classic Delta Debugging. Interestingly, we observed that if a token is not removed at a given granularity due to skipping revisits, it is very likely to get removed in subsequent finer granularities. This is precisely the motivation for deferred removal.

To explore further, we select a Csmith-generated test case (fuzz4.c) for a case study in this section. We explore the number of refinement steps between the time that a token is removed using Delta Debugging and the time a token is removed in OPDD. Fig. 8(a) illustrates the

### Table II: Statistics on successful revisits and subsets unambiguity in practice

<table>
<thead>
<tr>
<th>test case</th>
<th># successful revisits</th>
<th># granularities with successful removal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>→</td>
<td>←</td>
</tr>
<tr>
<td>1.c</td>
<td>35</td>
<td>18</td>
</tr>
<tr>
<td>2.c</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>3.c</td>
<td>42</td>
<td>33</td>
</tr>
<tr>
<td>1.cpp</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.cpp</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>1.rs</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.rs</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.rs</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>1.go</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1.gv</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>fuzz1.c</td>
<td>106</td>
<td>91</td>
</tr>
<tr>
<td>fuzz2.c</td>
<td>69</td>
<td>58</td>
</tr>
<tr>
<td>fuzz3.c</td>
<td>93</td>
<td>67</td>
</tr>
<tr>
<td>fuzz4.c</td>
<td>67</td>
<td>48</td>
</tr>
<tr>
<td>fuzz5.c</td>
<td>86</td>
<td>95</td>
</tr>
</tbody>
</table>

### Table III: Performance statistics for OPDD and classic Delta Debugging

<table>
<thead>
<tr>
<th>test case</th>
<th>reduction time (sec)</th>
<th>OPDD time improvement (%)</th>
<th># tests</th>
<th>size of reduced test case (# tokens)</th>
<th>reduction percentage (size)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OPDD</td>
<td></td>
<td>classic DD</td>
<td>OPDD</td>
<td>classic DD</td>
</tr>
<tr>
<td>1.c</td>
<td>45</td>
<td>29</td>
<td>35.6</td>
<td>10810</td>
<td>9504</td>
</tr>
<tr>
<td>2.c</td>
<td>31</td>
<td>24</td>
<td>22.6</td>
<td>4991</td>
<td>4570</td>
</tr>
<tr>
<td>3.c</td>
<td>52</td>
<td>49</td>
<td>5.8</td>
<td>5736</td>
<td>5621</td>
</tr>
<tr>
<td>1.cpp</td>
<td>17</td>
<td>17</td>
<td>2.3</td>
<td>1858</td>
<td>1834</td>
</tr>
<tr>
<td>2.cpp</td>
<td>149</td>
<td>147</td>
<td>0.0</td>
<td>501</td>
<td>483</td>
</tr>
<tr>
<td>1.rs</td>
<td>12</td>
<td>10</td>
<td>16.7</td>
<td>687</td>
<td>579</td>
</tr>
<tr>
<td>2.rs</td>
<td>52</td>
<td>39</td>
<td>25.0</td>
<td>4486</td>
<td>4574</td>
</tr>
<tr>
<td>3.rs</td>
<td>449</td>
<td>385</td>
<td>14.3</td>
<td>6176</td>
<td>5952</td>
</tr>
<tr>
<td>1.go</td>
<td>33</td>
<td>23</td>
<td>15.2</td>
<td>2127</td>
<td>2171</td>
</tr>
<tr>
<td>1.gv</td>
<td>1241</td>
<td>792</td>
<td>43.0</td>
<td>3884</td>
<td>22741</td>
</tr>
<tr>
<td>fuzz1.c</td>
<td>34120</td>
<td>14200</td>
<td>58.4</td>
<td>174449</td>
<td>102469</td>
</tr>
<tr>
<td>fuzz2.c</td>
<td>14919</td>
<td>4953</td>
<td>66.8</td>
<td>81879</td>
<td>76994</td>
</tr>
<tr>
<td>fuzz3.c</td>
<td>33433</td>
<td>8772</td>
<td>73.8</td>
<td>101971</td>
<td>82735</td>
</tr>
<tr>
<td>fuzz4.c</td>
<td>10553</td>
<td>3588</td>
<td>66.0</td>
<td>63291</td>
<td>53404</td>
</tr>
<tr>
<td>fuzz5.c</td>
<td>20252</td>
<td>8163</td>
<td>60.0</td>
<td>103760</td>
<td>97122</td>
</tr>
</tbody>
</table>

1 Oracle execution time included. 2 (DD.time-OPDD.time)/DD.time*100
3 Number of times the oracle is executed. 4 (Original.size-DD(DD.size))/Original.size*100
distribution of token removals. In all, 41,500 tokens were removed by classic Delta Debugging. We denote the time of removal in classic Delta Debugging as \( t_i \) regardless of its actual time. In practice, \( t_i \) ranges over different values since tokens were removed at different granularities. Recall that granularity increases by performing step 3 of classic Delta Debugging algorithm (see Fig. 1). As can be seen, when skipping subsets in OPDD, more than 92% of tokens are still removed at the same granularity as they were removed when subsets were revisited (granularity \( i \)). From the remaining ones not removed at granularity \( i \), 56% are caught at the next granularity and very few are left for granularity \( i + 2 \) and deeper. In 41,500 tokens, only five (0.01%) were not removed at all when subsets were skipped.

When a test case is reduced, its efficiency and correctness will not be affected due to skipping revisits, as seen in section IV. The following granularity increases the number of tests (since a subset is divided into two in the following granularity), sparsity of successful subset revisits in addition to the large number of unsuccessful revisits that are skipped should decrease the overall number of tests. For instance, in the reduction process of fuzz4c, we skipped 11,000 tests while increasing the number of tests by only 1000. This results in an overall reduction of 10,000 tests leading to a decrease in reduction time by 66%. Finally, if deferred removal does not occur (a rare situation in practice for our benchmarks), OPDD will fail only in terms of effectiveness that is the size of the reduced test case. Its efficiency and correctness will not be affected due to skipping revisits, as seen in section IV.

VI. Discussion

In this section, we briefly describe an existing technique, dd+ [10] and also discuss some threats to validity of our study.

A. dd+: A version of Delta Debugging

dd+ is an older version of classic Delta Debugging with a linear time algorithm for test case reduction. Here, we explain how dd+ can generate an incorrect outcome (a reduced test case that is not failure-inducing) if unambiguity is not satisfied. This is in contrast to OPDD and the classic Delta Debugging version studied in this paper, the correctness of which does not depend on satisfaction of any conditions.

The dd+ algorithm relies on a notion called “remains set”. It intuitively means that when searching through a portion of an input to find a smaller part that potentially causes the oracle to fail, the remaining part of the input that is not included in the portion under test will remain applied when the oracle is executed. Fig. 9 depicts how dd+ falsely reports a reduced test case as failure-inducing for the example in Fig. 4 when unambiguity is not satisfied. This incorrectness suffices to not consider dd+ as a baseline in our experiments.

B. Threats to Validity.

In this subsection, we discuss how different factors such as input size, domain, number of successful tests and the oracle verification time can impact the performance of test case reduction with OPDD.

Input Size and Domain. The difference between the performance of classic Delta Debugging and OPDD may vary for different test cases. To address the generality of findings, we considered two sets of test cases, real-world bug reports and fuzzer-generated inputs with different size and domain. Intuitively, a larger input is more likely to benefit from skipping subset revisits if it reaches fine levels of granularity. The reason is that at a fine granularity, a larger input is partitioned into a larger number of subsets that increases the likelihood of redundant subset revisits. However, the greedy search algorithm of Delta Debugging can potentially shrink a large input to a small one quickly without getting into rounds of revisiting. Our results show that these cases are rare in practice. In our experiments, we observed the most significant improvement in terms of the reduction time and number of tests for large inputs. Moreover, we studied inputs written in various programming languages. The low success ratio of subset revisits obtained in our results indicate that subsets are mostly unambiguous in practice regardless of the considered language. However, the focus of this study is on minimizing test cases for compilers and the input domains are programming languages. A study of other domains can be pursued as a future work.

Oracle Verification Time. The time required to verify whether an oracle is satisfied for a test variant or not is dependent on various factors such as the size and structure of the test variant, the degree of complexity inside the oracle and the testing environment which itself may directly impact the ability to obtain the exact same results in terms of the test case reduction time. A larger test variant with
... a more complex structure usually takes longer to parse and compile. In addition, oracles with complex structures are more expensive. For instance, the oracles for fuzzer-generated test cases in our study consist of 20 different steps (conditions). The oracle running time of skipped tests directly impacts the amount of time decreased in the reduction time of a test case.

**Nondeterministic Behavior.** In addition to the possible nondeterminism caused by parallelism, applications under test may also show nondeterministic behavior. Compilers (as examined in our study) are deterministic in general. However, address space layout randomization (ASLR) may cause a nondeterministic behavior of a compiler by randomizing loading memory locations of executables. To mitigate this problem, in addition to the multiple runs, we disabled ASLR during our studies. All applications under test in our experiments showed deterministic behavior except for Dot, which has nondeterminism resulting from factors such as the way it represents some data structures with its nondeterministic data storage mechanism. For this test case, we computed the average of values obtained in different runs.

**Number of Tests.** Finally, we used different metrics including the size of the final reduced input, reduction time and number of performed tests to measure the performance of OPDD. The number of tests in a parallel implementation of Delta Debugging may not be a precise indicator since multiple threads work simultaneously and increase the number of tests rapidly. However, this is more problematic when comparing a parallel algorithm with a sequential one.

**VII. Related Work**

Our work is closely related to Delta Debugging [10] since it studies a possible improvement for this algorithm in practice. We show that the unambiguity property described by Zeller [10] strongly holds in practice. In addition, we define the notion of deferred removal and suggest that fully unambiguous test cases are not strictly required to produce test cases comparable to classic Delta Debugging. A finding...
that makes the formulation of Delta Debugging simpler and more efficient for large test cases.

Here, we classify some related work into three different subcategories.

A. Delta Debugging Applications.

The generalized nature of Delta Debugging enables its use in a variety of domains where an input with a property of interest needs to be simplified. Any use of Delta Debugging can benefit from findings in this study. Some examples are as follows: Orso et al. [29] automatically isolate the subset of the interactions between components of a large system and their environment, while Hammoudi et al. [30] reduce recordings of events that lead to a failure of a web application using Delta Debugging. DEMi, a tool developed by Scott et al. [14], minimizes faulty executions of distributed systems by applying Delta Debugging as part of its minimization phase and Clapp et al. [13] propose a technique for minimizing GUI event traces generated for Android apps by utilizing a variant of Delta Debugging.

With regard to application of Delta Debugging in fuzz testing [3], Lei and Andrews [15] generate randomized unit tests and show that applying Delta Debugging is very effective for reducing sequences of method calls in the failing tests. Leitner et al. [31] propose that applying static slicing in conjunction with Delta Debugging could result in an even more efficient test case minimization technique. Brummayer and Biere [14] devise a grammar-based black box fuzz testing technique for generating robust SMT solvers and integrate Delta Debugging into their technique to obtain minimized SMT formulas that are more useful for test case generation, debugging and verification.

B. Improvements to Delta Debugging.

Some research works suggest improvements for the Delta Debugging algorithm. Kiss and Hodován [11] propose practical improvements such as parallelization to speed up test case reduction. Another closely related work is Hierarchical Delta Debugging (HDD) proposed by Misherghi and Su [27] and further extended to take advantage of the input structure such as parse trees for inputs written in programming languages to guide a structured pruning mechanism [28]. HDD itself has been widely studied for potential improvements [7, 12, 22, 32, 33, 34]. Lithium [9] is another tool which performs revisits only at the finest granularity. Our work is the first to propose the notion of deferred removal and exploiting it along with unambiguity and common dependence order in practice to speed up test case reduction. It is applicable to any variant of Delta Debugging including HDD.

C. Other Input Minimization Techniques

In general, we can consider any test case reduction technique as related to our work. Among these techniques, Berkeley Delta [35], an approach similar to Delta Debugging that defines line-based subsets to obtain more meaningful reduced versions of an input can also benefit from our work. Other techniques do not use Delta Debugging. They are either domain-specific such as C-Reduce [3], a tool suitable for reducing C/C++ test cases or use other methods such as dynamic tainting [36], searching through file-based subsets of a test case exhaustively [37] and optimizing test suites rather than simplifying test cases [35].

VIII. Conclusion

We identified three reasons why revisiting may not be a critical component of Delta Debugging for test case reduction in practice. We showed that test case reduction can be done with \( O(n) \) tests given input size \( n \) rather than \( O(n^2) \) as in classical Delta Debugging without significant adverse impact on the size of the reduced test case. We also showed that full satisfaction of common dependence order and unambiguity are not required to achieve such results in practice as a result of deferred removal. Results of this study support OPDD as a simpler formulation of Delta Debugging that can be more efficient for reducing large test cases.

References