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6 Tree adjoining grammars: How much context-
sensitivity is required to provide reasonable
structural descriptions?

ARAVIND K. JOSHI

‘Since the late 1970s there has been vigorous aclivily in constructing highly
constrained grammatical systems by climinating the transformational
componenl either totally or partially. There is increasing recognition of
the fact that the entire range of dependencics that transformational gram-
mars in their various incarnations have tried 10 account for can be cap-
tured satisfactorily by classes of rules that are nontransformational and
at the same time highly constrained in lerms of the classes of grammars
and languages they define.

Two types of dependencies are especially imporiant: subcategorization
and filler-gap dependencies. Moreover, these dependencies can be un-
bounded. One of the motivations for transformations was to account for
unbounded dependencies. The so-called nontransformational grammars
account for the unbounded dependencies in different ways. In a tree ad-
joining grammar (TAG) unboundedncss is achicved by factoring the de-
pendencies and recursion in a novel and linguistically interesting manner.
All dependencies are defined on a finite set of basic structures (trees),
which are bounded. Unboundedness is then a corollary of a particular
composition operation called’ adjoining. There are thus no unbounded
dependencies in a sense.

This factoring of recursion and dependencies is in contrast (0 lrans-
formational grammars (TG), where recursion is defined in the base and
the transformations essentially carry oul the checking of the dependen-
cies. The phrase linking grammars (PLGs) (Peters and Rilchie, 1982) and
the lexical functional grammars (LFGs) (Kaplan and Bresnan, 1983) share
this aspect of TGs; that is, recursion builds up a set a structures, some
of which are then filtered out by transformations in 8 TG, by the con-
straints on linking in a PLG, and by the constraints introduced via the
funclional structures in an LFG. In a gencralized phrase structure gram-
mar (GPSG) (Gazdar, 1982), on the other hand, recursion and the checking
of the dependencies in a sense go together. In a TAG, dependencies are
defined initially on bounded structures and recursion simply preserves
them.

t . Karttuhen,
" and A. Zwmicky), Cambridge University Press, 1985.
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TAGs have the following important properties: (1) We can represent
the usual transformational relations more or less direcily in TAGs; (2) the
power of TAGs is only slightly more than that of contexi-free grammars
(CFGs) in what appears to be just the right way; and (3) TAGs are powerful
enough lo characterize dependencies (¢.g., subcategorization, as in verb
subcalcgorization, and filler-gap dependencics, as in the casc of moved
constituents in wh-questions), which might be at unbounded distance and
aested or crossed. It should be noted that the extra power of TAGs (be-
yond that of CFGs) is not due 10 some ad hoc modification of the contexi-
frec rewriting rule, but rather it is a direct consequence of factoring re-
cursion and dependencics in a special way.

In the next seclion TAGs are defined and some of their properties arc
stated. TAGs with links are introduced later, and then TAGs with local
consirainis. Some of the the formal propesties of TAGs, GPSGs, PLGs,
and LFGs are compared with respect 1o three issues: the types of lan-
guages (reflecting different patterns of dependencies) thal can or cannol
be generated by the different grammars, a certain growth property, and
parsing complexity. Afier some detailed linguistic examples illustrating
the use of TAGs, some problems that need further investigation are listed.

In this paper excessive notation and formal proofs have been avoided
for several reasons: (1) some of the notation and prools have already
appeared (see Joshi, Levy, and Takahashi, 1975); (2) delailed nofation is
not necessary 1o get across the main ideas of this paper; (3) some of the
new results can be obtained using thé formalism set up by Joshi, Levy,
and Takahashi (1975); and (4) thec main purposes of the paper arc (0 ¢x-
amine the structure of TAGs and the structural descriptions they can
support and to evaluate their linguistic adequacy. In summary, TAGs
provide significant insight into the problem of idenlifying the necessary
and sufficient power for a grammar to characlerize adequately natural
language struclures.

6.1. Tree adjoining grammars

1 will introduce tree adjoining grammar (TAG) by first describing an al-
ternative way of looking at the derivation of the strings and the corre-
sponding derivation trees of a context-free grammar (CFG). Laler | will
introduce TAGs in their own right. TAGs are more powerful than CFGs
both weakly and strongly. Grammars Gl and G2 arc weakly equivalent
if the string language of G1, L(G1), is identical to the string language of
G2, L(G2). G! and G2 are strongly equivalent if they are weakly equiv-
alent and for each w in L(GI) = L(G2), GI and G2 assign the same
structural description 1o w.

A grammar G is weakly adequate for a (string) language L if L(G) =
L. G is strongly adequaie for L if L(G) = L and for each win L, G assigns
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an “‘appropriatc’ structural description to w. The notion of strong ade-
quacy is undoubtedly not precise because it depends on_the notion of
appropriate structural descriplions.

Example 6.1.1. Let G’ be a context-frec grammar with the following productions.
S—aTbh

T—+5a

T-TT

T—abd

§ is the siart symbol, S and T ase the nonterminals, and a and b are the terminal
symbols.

We can now define a tree adjoining grammar (TAG) G that is both
weakly and strongly equivalent 1o G*. Lel G = (1,4). where 1 and 4 are
finite seis of elementary trees. The trees in 1 will be called the initial trees
and the trees in A, the auxiliary trees.

A tree a is an initial trec if it is of the form in (1).

() a= s

tcrminals

That is, the root node of a is labeled § and the frontier nodes are all
terminal symbols. The internal nodes are nonterminals. A tree B is an
auxiliary tree if it is of the form in (2).

2y p= X

~

X

— lerminals
terminals

That is, the root node of B is labeled X, where X is a nonterminal and
the frontier nodes are all terminals except one labeled X, the same label
as that of the root. The node labeled by X on the frontier will be called
the foot node of §. The internal nodes are nonterminals.

As defined, the initial and the auxiliary trees are not tightly constrained.

The idea, however, is that both the initial and the auxiliary lrees will be -

minimal in some sense. Aa initial tree will correspond 10 a minimal sen-
tential tree (i.c., without recursion on any nonterminal) and an auxiliary
tree, with root and foot node labeled X, will correspond (o a minimal
recursive structure that must be brought into the derivation, if there is
recursion on X.

t

T TR e

6. Tree adjoining grammars L

For the granunar in Example 6.1.1, we can define 2 TAG, G = (1.
as in ().

k)

a T

I oy
A M
a
u A b
a@ a
The root node and the foot node of each auxiliary tree are circled fos
convenience.

We will now define a composilion operation called adjoining (or ad
Jjunction), which composes an auxiliary tree B with a trec y. Let v be «
trec with a node labeled X and let B be an auxiliary tree with the roul
labeled X also. (Note that f must have, by definition, a node — and only
one - labeled X on the frontier.) Adjoining can now be defincd as follows

If B is adjoined to y at the node a, then the resulting tree vi is as showi.
in (4).

“4' ¥y = s g = X "' = S '
LXl ¥y witlu
node
n ) B
X
%’l

The tree ¢ dominated by X in v is excised, B is inserted al the node n i
v and the tree ¢ is attached to the foot node (labeled X) of B; that is, |
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-is inserted or adjoined to the node n in . pushing { downward. Note that
adjoining is not a substitulion operation.
Let us now look at some derivations in the TAG, G = (1,A) of Example
6.1.1.

Y
f
E
1
-
"
®
n

B, will be adjoined to o at T as indicated in yo. The resulling tree v, is
then as in (6).

(6} =

_Wc can continue the derivalion by adjoining, say, P4, at $ as indicated
in vs. The resulting trec v, is then as in (7). "

mn ) i

Note that vy is an initial trec, 2 sentential trec. The derived trees v, and
2 are also seniential trees. It is clear in this example that the TAG G will
f!erivc all and only the sentential trees of the CFG G’, starting from the
l(:}:i(ial tree of G. Thus G will also generate the string language L(G') of

6. Tree adjr’ ing grammars )

We have introduced the TAG, G, in Example 6.1.1 with reference o
the context-frec grammar G'. We will now consider the TAGs in their
own right. That is, a TAG G = (1.A) will be a grammar with a finite sel
of initial trees, a finite set of auxiliary trees, and the adjoining operation
as defined before. We will now define T(G) and L{(G).

Definliion 6.5.1. T(G) is the set of all trees derived in G stanting from initial trees
in 1. This set will be called the iree sel of G.

Definition 6.1.2. L(G) is the sct of all terminal strings of the trees in T(G). This
set will be calicd the siring language (or language) of G.

The relationship between TAGs, conlc,xl-frec grammars, and the corve-

sponding string languages can be summarized as follows (Joshi, Levy,
and Takahashi, 1975).

Theorem 6.1.1. For every contexi-free grammar G’ there is TAG G’ equivalent
to G, both weakly and strongly.

in Example 6.1.1, G is strongly (and therefore weakly) cquivalent to G,
It can be shown also that the equivalent TAG G can be obtained cffec-
tively.

Theorem 6.1.2. Each of the following stalcments holds of some TAG, G.

(a) there is a context-free grammar G’ that is both weakly and strongly
cquivalent 10 G;

tb) there is a context-free grammar G* that is weakly cquivalent to G bul
not strongly equivalent 10 G,

(c) there is no context-frec grammar G' that is weakly equivalent to G.

Parts (a) and (c) of Theorem 6.1.2 appear in Joshi. Levy, and Takahashi,
1975. Pant (b) is implicit in that paper, but it is important 1o state it ex-
plicitly as donc here. Example 6.1.1 illusirates pant (a). Parts (b) and {c)
will now be illustrated. ’

Example 6.1.2. Let G = (1,.A4), where

8 L o = M

l
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iet us Jook at some derivations ia G.

&
9 Zw=o, =85 1= s
o ','T"-.q_
: 1] 1\ ‘\_'_B:
\ \
\\ b
(Bt B RERELY (U ,'.
s /\ . B I\b
\a T H S
, "‘ h '.l I
-‘--s-"' ¢
!- ¥: = v, with f; adjoined st T

as indicaled in v;.
YW= Y with B| alﬁmd al §
as indicated in yo.

Clearly, 1{G), lhe siring language of G, is
(10} L ={a"chb|n=0}

which is a context-free language. Thus there must exist a context-free
grammar G’ thal is at least weakly equivalent 10 G. It can be shown,
however, that there is no contexi-free grammar G’ that is strongly equiv-
alent 10 G; that is, T(G) = T(G"). This follows from the fact that the set
T(G) (the tree set of G) is unrecognizable; ihat is, no finite state bottom-
up trce aulomaton can recognize precisely 7((G) (see Bresnan et al., 1982;
sec. 4). Thus a TAG may generate a contexi-free language, yel assign

structural descriptions to the strings that cannot be assigned by any con-
texi-free grammar.

Example 6.1.3. Let G = (1,4), where

Al By = B: = T

/S\'
/k b c
The string language of G, L(G), can be characicrized as follows. We start with

the language (which is a CFL)
(12) L={(ab)ec"|{anz=0)

e wFwEwR WY T T e W

L(G)isthenob:. ied by taking strings in L und moving (dislocating) som

a's o the lefi. The precise definition of L(G) is as follows:

) LG =Ly{iwec |nz0w is a string of a's and b's such that
) (i) the n:nmbcr of a's = the number of b's = n.‘and .
(i) for any initial substring of w, the aumber of a's  the number of b’s.}

L is a strictly context-sensilive language (a context-sensitive language It!al
is not context frec). This can be shown as follows. Intersecliion L with
the finile state language a® b* ¢ ¢* results in the language

(4 Li=(abrec"|nzQ)=Linatbtect.

L, isa well-known, strictly conlext-semiliv.e language. The res_ull of nmcr. -
sccling @ context-free language with a finite-statc language 1% alu_rayls .n
context-free language; hence, L, is nol a contexi-free language. Itist |‘u>
a striclly context-sensitive language. Example. 6.1.3 lhus. illusirates p.nl|
(c) of Theorem 6.1.2. (In example (14), if the dnsloc.alcd a's are all mqv:e(‘
1o the left of all b's, then we obtain anolhf:r strictly conlcxt-s_cnsm\fc.'
language (Peters and Ritchie, 1982). See section 6.3 for a TAG with loc.n.
constraints for this language. This language can bc generated by the ph!'aSt
linking grammar of Peters and Rilchic. See section 6.3 for further d,ﬁmls:. l.

TAGs have more power than CFGs; however, the extra 'power is quite
limited. Both the qualitative and quantitative characlenzanon of l.hus lmﬁ:I
itation will be discussed in detail in section 6.3. The language L.. has cqt-s:n
number of a's, b's, and ¢'s; however, the a's and b's are _mlxcd ina ccrl.n'm
way. The language L, is similar 1o L,, excepl thal alla s come before .'nll
b's. TAGs are not powerful enough o generate La. This can be seen a-

* follows. Clearly, for any TAG for L. each initial trec musl contain equal

pumber of a's, b's, and ¢’s (including zero), and cach am.tiliary tree mus!
also contain equal number of a's, b's, and ¢'s. Further, in each case 1
a's must precede the b's. Then it is easy lo sce from the gr:?mma:ir bl.H
Example 6.1.3, that it will not be possible to avoid geiting the a’s an

mixed. (1t will be shown subsequeatly how L can be generated by a TAl
with local constraints, but in 2 rather special way.) The so-called cop-
language A

(15) Ly ={wew|wElab}*)

~ also cannotl be generaled by a TAG (although it can be generated by TA(

with local constraints). The scason for this is somewhat similar to th:
for Ly, but it is not so obvious. it is thus clear that TAGs can generi
more than contexi-free languages but cannol generale all context-sensii
languages.

Theorem 6.1.3. (Joshi, Levy, and Takahashi, 1975)
CFL 5 TAL 5 Indexed Languages S CSL
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where CFL, TAL, and CSL are the classes of context-free, tree ‘wdjoining, and
contexi-scnsilive languages, respectively.

Indexed languages corvespond to the indexed grammars (Aho, 1969). The
fact that TAGs cannot gencrate L; and L, is importaat, because it shows
that TAGs are only slightly more powerful than context-free grammars.
The way TAGs acquire this power is linguistically significant and will be
commented upon later. With some (linguistically motivated) modifications
of TAGs, or rather the operation of adjoining, it is possible to generate
Ly and Ly, but only in some special ways. Thus L, and L, in some ways
characterize the limiting cases of context sensitivity that can be achieved
by TAGs and their slight extensions.

6.2. TAGs with *‘links”

The clementary trees (initial and auxiliary trees) arc the appropriate do-
mains for characterizing certain dependencies (€.8., subcategorization de-
pendencies and filler-gap dependencies). This characterization is achieved

by introducing a special relationship betwcen certain specified pairs of

nodes of an clementary tree. This selationship is pictorially exhibited by
an arc (a doited line) from one node 10 the other. For example, in tree
(16), the nodes labeled B and Q are linked.

AN

We will require the following conditions to hold for a link in an ¢le-
menlary lree.

If a node n; is linked (o a node n; then

() n; c-commands n, {i.e., n2 precedes a, and there exisis a node m that
immediately dominates a; and also dominales a,). ]
(i) n, dominates a null string (represenicd as a lerminal symbol in the non-

linguistic formal grammar cxamples).

Linking is‘ thus an asymmetsic relation. In the linguistic context both
n, and a3 will be of the same category and only n; will dominate a null
string.

A TAG with links is a TAG where some of the clemenlary trecs may
have links as defined before. Henceforth, a TAG with links will often be
called just a TAG.

6. Tree aqjoining grammars mu

Links are dewaed on the elementary trees. However, Lhe importan!
point is that the composilion operation of adjoining will preserve the links
Links defined on the clementary trecs may become stretched as the de
ivation proceeds. Example 6.2.1 will illustrate this point.

Example 6.2.1. Let G = (1,A4), where

an & u.-.i A: 5,-/5\ By = /\s
I

Let e M .\ .
L) Yo =) = s =

Adjoining B, a1 § as indicated in ye, We have

9 N= _5. .
Phd “.
Fd .
A . s L s B .
- .
. T .
-‘. .
i““ "
¢
w=ageb

The terminal siring corresponding 10 vy is @ ¢ b, where the dependenc)
is indicated by the solid line.
Adjoining P, again at § as indicated in y2, we have

(200 = ,,.-s,‘ /
. ! /\ 1-7_____3.

w=agaebb (nested dependencies)
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Adjoining ‘Bz at T as indicated in yz, we have

an b [ B

w=gaaebbb (cross-serial and nesied dependencies)

HY |

B, and B, cach have one link. y; and y; show how the linking is preserved
in adjoining. In y; one of the links is stretched. It should be clear now

how, in gencral, the links will be preserved during the derivation. 1 will
not give a formal definition here.

Also nole in this example that in 2 the dependencies between the a's
and b's, as reflected in the terminal string, are properly nested, while in
+3 two of them are properly nested, and the third one is cross-serial and
it is crossed with respect to the nesied ones (this, of course, is not a
unique description). The two clementary {rees B, and B3 have only onc
link each. The nestings and crossings in y; and vy, are the result of ad-
joining. There are two points to note here.

1. TAGs with links can characierize certain cross-serial dependencics (as
well as, of course, nested dependencics, which is not a surprise).
L The cross-serial dependencics (as well as the nested dependencies) arise

as a result of adjoining. But this is not the only way they can agise. It
is possible to have two links in an elemenlary Iree represemling cross-
serial or nested dependencies, which will thea be preserved during Lthe
derivation. Thus cross-serial dependencies, as well as nested depend-
encies, will arise in two distinct ways — cither by adjoining or by being
present in some clementary trees (0 stan with.

It is clear from Examplc- 6.2.1 that the string language of TAG with
links is not affected by the links; that is, we have

6. Tree adjoining grammars -

Theorem 6.2.1. Le. i be a TAG with links. Then L(G) = L(G'), where G' is a
TAG that is oblained from G Py removing all the links in the elementary trees of
G. .

Thus links do not affect the weak generative capacity. However, they
make certain aspects of the structural description explicit, which is im-
plicit in the TAG without links. Thus the trees derived in G of Example
6.2.1 show the dependencies explicitly. The trees derived in G’ (i.e., G
with the links removed) also have these dependencies, but they are im-
plicit. In the following section, the use of links is illustrated in the context
of a linguistic example.

6.3. TAGs with constralats on adjoining

The adjoining operation as defincd in scction 5.) is context free. An aux-
iliary tree, say,

22) B= X

X
is adjoinable to a tree 7 8t a node, say, n, if the label of that node is X;
the adjoining does not depend on the context (tree coniext) around the
node n. In this sense, adjoining is context free.

We will now consider certain types of constraints that must be checked
in order that an auxiliary tree is adjoinable at a node n. These constraints
arc similar to those called local constrainis (Joshi and Levy, 1978). These
consiraints are a generalization of the context-sensitive constraints stud-
icd by Peters and Ritchic, 1969.

A TAG with local constraints is a TAG G = {1,A), where | is the set
of initial trees and A is the set of auxiliury trees and for each auxiliary
tree there is a local constraint (possibly null). Rather than define local
constraints precisely (for a detailed definition sce Joshi and Levy, 1978),
1 will give some examples of TAGs with local constraints, which should
be adequate Ip convey the main idca. First, consider a rather general
example.

Example 6.3.1. Let G = (1.A), where
2y La=

A b=

S
A

i : (LR(G, — )N TBld: — ¥2)
A

For the auxiliary trée B, there is a local constraint specified 10 the right
of B,. This constraint can be treated as a predicale thal must be true of
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' a node, say, u, of a tree 7 in order that B, is adjoinable to ¢ at n. In our
example the predicate LR($, — i) is a proper analysis predicate that is
true of the node a in tree ¢ if there exists a proper analysis (a cut) of the
tree ¢ that passes through the node a and that is of the form

24) prdr A pn,

where py and p; are arbitrary strings of terminals and nonterminal sym-
bols, ¢ and ¢, are some specified strings of terminals and nontcrminals,
and A is the label of the node n. What this means is that if the predicate
LR(&: — ¥1) holds at #, then there is a left conlext ¢, and a right conlext
%1, around the node a.

The predicate TB($: — ¥3) is called a domination predicate, which is
true of the node a in the tree ¢ if there is a path from the rool to the
fronticr of 1 passing through a, which is of the form

25) prd2A V2.

where ps and p; are arbitrary strings of tcrminals and nonterminals, ¢;
and 3 are some specificd strings of terminals and nonterminals, and A
is the label of the node n. If the predicate TB(d; — ¢1) holds at a, this
means that there is a 1op coniext ¢z and a botfom conlext ¥z around the
node n.

The sct of trees T(G) and the string language of G, L(G) are defined
in the same way as for a TAG without local constraints. in Example 6.3.1
we have only one auxiliary tree. In general, there will be more than one
auxiliary tree and cach tree will have a local constraint associated with
it (possibly null). The local constraint associated with the auxiliary tree
B, is a conjunction of a LR and a TB predicate. In general, a local con-
straint can be a Boolean combination of LR and TB predicates.

Example 6.3.2. Let G(1,4), where

26 ) a= §
J
A B = 3
/\ (LR{a- ) A TB(T-b)
"/f\ VOLR(b-) A TB( =)
b S c
fg: = T

//\f\ LR ) A TB S0
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This TAG is the same as that in Example 6.1.3, excepl that B, and f1;
have local constraints associated with them. For example, in order for
p to be adjoinable to a node labeled S, we must have a left context a
and a top context T and a bottom context b (or we must o1 have a left
context b and must have a botiom coniexl ¢; this part of the local con-
straint is lo take care of the initial adjoining of B, to a,). Similarly, for
P2 to be adjoinablc to a node labeled T, we must have a left context a,
a top context S, and a bottom context b. Some of the trees derived in G

arc
2N h=a - 1

L4 *
’
‘ NNET—8
“.a T .
“u L ]
. ]
hd [ ]
b ﬁ‘ [ ]
| .
LI
']

v3 is derived by adjoining B, to v, al the indicated node S in y,. Note
that B, cannol be adjoined now to the lowermost S node in vz because
the locat constraint is not satisfied. Note also that B. cannot be adjoined
to the top node § in va.

(28) "= k)

a ‘.T..\
.;"'/\s \“. —p
! \
T N
b 5 <
!

+3 is derived from y; by adjoining B3 lo the indicated nodc labeled T in
ya2. Note that B, can be adjoined 10 v» only at the node § in the middle
of 3, but not at the lop S node or the bottom S node of 7y, because the
local constraint is not satisfied. Also B, cannot be adjoined (0 either one
of the T nodes of v;.
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va is derived by adjoining B, to the indicated S node in ;. The only
adjunction that is possible for v, is & B, adjoined at the indicated T node
mn Y-

1t is clear that in this grammar at each stage of the derivation the only
node that seceives adjunction is the center node of the tree, which will
be cither S or T (compare the derivations in Example 6.1.3). Since the
adjoining always lakes place at the cenier node, the string language L(G)
of Gis

(30) Ly={a"b*ec"|nz0)

(compare the string language in Example 6.1.3). L2 cannot be gencrated
by a TAG without local constraints, as we have scen in Example 6.1.3.
Similarly, the string language (copy language)

Gl) Ly ={wew]w € {a,b)*}

can be generated by a TAG with local constraints. (Mins: Use a TAG
similar 10 the TAG in Example 6.1.2 and provide suitable local con-
straints.)

Thus TAGs with local constraints are more powerful than TAGs without
local constraints. However, this exira power is very limited and it is much
less than the full power of context-sensilive grammars, as will be shown
later.

TAGs have three important propesties, which restrict their generative
power severely, but apparently in just the right way from the point of
view of language structure.

First letus look  1he derivations in Example 6.3.2 somewhal more care

fully. Let us call the g, b, and ¢ in cach auxiliary tree the dependent set
of elements. Altcrnatively, we can assume that in the auxiliary tree, $,.
there is a link between & and a, and between ¢ and 4. Thus

o p= /\

as T :(local constraini)
L]
4

.-' 5§ i

' s

‘t.- -

and similarly for 3. )
If we write the terminal string of v, indicating the dependencics by the

solid lines, we will have

il

~

(33)

Thus the a's and b's have nested dependencies and the a's and ¢'s have
cross-scrial dependencics. If in B, we had a link between ¢ and b, and
between ¢ and a, then the b's and ¢'s would be nested and the a's and
¢'s would be cross-serially dependent as shown below.

=

(M) aaabbbecce

It should be clear that it will not be possible lo construct a TAG with
local constraints that will generate

3S) L={a"b"ec"|n=0}),

where the dependeacies between a's, b's and ¢’s are all cross-serial; fo
example,

1]

{36) aaud
| i

b ™

bbe
|
|
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_ Thus although L; can be generated by a TAG with local constraints,
the only permissible structure descriptions are of the form where the a’s
and b's (or the b’s and ¢'s) are nested and the a's and ¢'s are cross-serially
dependent, but not of the form where the a's, b's, and ¢'s are all cross-
serially dependent. This property can be cast in a somewhat general form
as a property of TAGs (with or without local constraints) as follows.

A contexi-free grammar allows characierizing dependencies between
iwo sels when these dependencics are nesled, as in

an al al al b3 b2 bi
I

Further. there may be arbitrarily many such pairs of dependent sets; how-
cver, their dependencies do not cross. Two pairs of dependent sets are
either disjoint or else one pair is properly nesied inside the other. Thus
we have cither

{18) c..ala2b2bh...clc2cydid2 dl ..

or

19) ool a2, . elc2 eddYA2 AL ... B2 b
L

Similarly, TAGs can characlerize arbitrarily many pairs of dependent
sets, where the dependencices are nested, and two pairs of such dependent
sets such that they are cither disjoint or one is properly nesled inside the
other, just as in the case of conlexi-free grammars. However, in the case
of TAGs we can also have a pair of dependent sets where the dependencics
are cross-serial, as in

(40) al a2 a3 b) b2 b3
S==N]

(Actually, we can have the dependencies mixed, i.e., some nesied and
some cross-serial. Here we will consider only cross-serial ones to keep
the discussion simple. However, the statements below apply for this gen-
eral case also.)

T A T S R N

Sbd dopeadencies between oaly
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wo dependent sets and not more than two; hence, we cannol represent
the cross-serial dependencies as in

“n ab al bl b2 ¢l «2

(involving threc dependent sets). As long as the cross-serial dependencies
involve only two dependent sels, as in the case of contexi-frec grammars,
we can have arbitrarily many such pairs of dependent sets, each with ils
cross-scrial dependencies; however, any (wo pairs of such dependent sets
are cither disjoinl or one is properly nested inside the other. Thus we
have either

(42) i .oalb a2 bl B2 clc2cd didldd...

H |
43) ..olal Lol 2AAdid2dd. .. bLbY. .,

]

Thus TAGs allow a limited amount of cross-serial dependencies, and
the dependent seis have the nesting properties as in the case of context-
Jree grammars.

In the preceding discussion the dependent sets consisted of single let-
ters, a's and b's for example. Since the substitution property holds for
contexi-frec languages (CFLs) and the languages of TAGs (TALs)i.c..a
CFL or a TAL continues to be a CFL or a TAL, respectively, if a terminal
symbol is substituted by a CFL or a TAL, respeciively), the clements of
the dependent seis can be strings from CFLs or TALs. We will not con-
sider this more ccmplex situalion; single letiers are enough for our pur-

pose. .
As further examples, we note that the language

(44) Ly={a"b"ec"d"|n z0)

can be gencrated by a TAG with local constraints but with the siructural
descriptions of the form where a's and b's are nested, ¢'s and d's are
nested, and the a's and ¢'s are cross-serially dependent (aliernatively, a's
and d's arc nested, b's and ¢'s are nested, and the a's and ¢'s are ¢ross-
scrially dependent) but not of the form where the a's, b's, s, and d's
are all cross-serially dependent.

As shown carlier, two pairs of dependent sets with cross-serial de-

or




‘pcnucm:lcs are elner digjount or one s propeniy nesied liside the olner;
hence, languages such as

“S5) Ly ='{a"b"c"ed" f*|n =0}
and
(46) Ly = (wewew|w € {a,b}*) (double copy language)

cannot be generated by a TAG with local constraints. Both L and L¢ are
strictly context-sensitive languages.

6.3.2. Constani growth property

This property is connected with the so-called semilinear property, a prop-
erty also possessed by context-frec languages. It can be shown that lan-
guages of TAGs also have this propesty, but I will not give the proof here
(Joshi and Yokomori, 1983). Rather, 1 will give an informal discussion in
terms of the constant growth property.

In a TAG, at cach step of the derivation, we have a senlential tree 30
that the terminal string therefore is a sentence. The derivation thus pro-
ceeds from a seniential tree 10 a sentential tree, and, therefore, from a
sentence 10 a sentence. Let v, be derived from y, by adjoining B, to .
Then the terminal strings of y, and yi. . say, w, and w;., are both
sentences, and the length of w., is equal to the lenglh of w; plus the

length of the terminal string of B;, say, w; (nol counting the single non-

terminal symbol in the frontier of ), i.c.,

“n jwia| = fwil + l“’il

where | x | denotes the length of x. Thus the lengths of Lhe terminal strings
(which are sentences) increase by a conslant {(from a fixed sct of constants
corresponding to the lengths of the terminal strings of the auxiliary trees

of the given TAG).
It is thus clcar that for any string, w, of L(G), we have

@8) [wi=lwil+alw]t+alwl+ -
+a.|w,|+---+a.|w-| =0, Isism

where w, is the terminal string of some initial trec and w;, | S i s m,
the terminal string of the ith auxiliary lree, assuming there arc m auxiliary
trees. Thus w is a lincar combination of the length of the terminal string
of some initial tree and the lengths of the terminal strings of the auxiliary
trees.

The constant growth property severely restricts the class of languages
gencrated by TAGs. Languages such as
“9) Ly = (a|a=1)
(50) Ly ={a"'|nz1}

HWE b lnllsluclsm‘l W sy AR B MY HUL Dl g 14w wmsrdwasiads fn s ol B4R
property.

Tree adjoining nhguages (TALs) have the constanl growth propesty,
as we have just seen. Now if we consider a TAG with local constraints,
it is also the case that the corresponding TAL has the constant growth
property. The local consirainis filter out some strings, but those that
remain siill satisfy the consiant growth property.

It can thus be seen that TAGs (with or without local consiraints) are
only slightly more powerful than CFGs. This exira power is highly con-
strained, at least because of the lwo properties discussed before.

6.3.3. Polynomial parsing
TAGs also have the following property.

Polysomlal parsing. TAGs can be parsed in time O(*) Joshi and Yokomori,
1983). Whether or not an O(n®) algorithm exists for TAGs is not known yet. Thus
the parsing perfosrmance of TAGs is comparable (o that of CFGs, possibly only
slightly worse.

It should be noted that the extra power of TAGs {beyond that of CFGs)
is not due o some ad hoc modilication of the coatext-free rewriling rule,
but, rather, it is the direct consequence of facioring recursion and the
domains of dependencics in a particular manaer, which is linguistically
significant (see scction 6.4 for linguistic examples). | would like to propose
that the three properties

i fimiled cross-serial dependencics,
2. constant growth, and
3 polynomial parsing

roughly characterize a class of grammars (and associaled languages) thal
are only slightly more powerful than context-free grammars (contexi-free
languages). 1 will call these mildly context-sensitive grammars {(lan-
guages), MCSGs (MCSL5). This is only a rough characicrization because
conditions | and 3 depend on the grammars, while condition 2 depends
on the languages; further, condition 1 needs to be specificd much more
precisely than | have done so far. | now would like to claim thal grammars
that are both weakly and strongly adequate for natural language struclures
will be found in the class of MCSGs. TAGs arc a specific instantiation
of such a class of grammars. PLGs and TAGs arc so different in their
formulations that it has been difficult to compare them directly. However.
on the basis of the work done so far (sec examples in sections 6.1 and
6.2 and this section thus far; sce also the examples in the remarks at the
end of this section), | believe that PLGs and TAGs have ncarly the same
power; that is, they are both MCSGs. LFGs, on the other hand, have
much more power than CFGs, TAGs and PLGs. Indexed languages ap-
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_Table 6.1. Comparison of gencralized phrase struciure grammar {and contexs-free
grammar), tree adjoining grammar, phrase linking grammaur, and lesical functional
grammor

GPSG
Languages {and CFG} TAG* PLG LFG

i. Language obinined by starting with L =

{(bay"c™ | n > 1) and then dislocating

some a's 10 the kft. no yes yes yes
1. Same as language | excepl that the

dislocated a's are (0 the Jef of all b's. no yes yes yes
3. L = {w]|wis string of equal number of

a's, b's and c's but mixed ia any ‘

osder}. no no{l) yes yes

4. L= {xc|n>|,xyae sirings of a's

and b's such that 1he number of a's in

xand y = the number of d'sinxand y

= n}. no 0o yes yes
5. Samc as language 4 excepl that the length

of x = length of y. no yes ao{  yed?)
6. L ={wc*|na> 1, wissirng of a's and

b's and the aumber of 's in w = the

sumber of b's inw = a}. no yes yes(h  yes(D)
7. L=[a"b"c"|n>l}) no yes no yes
. L=hb"c*d* a1} Ao yes no yes
9 L=[lbc*d e jaml) no no 80 yes
10. L = [ww]|wis string of a's and b’s}

(copy language). no yes ao(?}  yes
1. L= [www|wis sising of a's and b’s}

{double copy language). no no no{?) yes
12. L=[a"c b *d™|ma=lad>l}) no no ) T .
13. L=(a*b"¢"|nal pral no yes ? yes(?)
4. L=f(a"|aa>1) no no no{?)  yes
15. L={@"]|na1) "o no no(?  yes
16. Limited cross-scrial dependencies. no yes H no?)
17. Constant growth propcity yes yes yesi?) wo
18. Polynomial parsing yes yes ? no{?)

e —

Noie: T: answer unkoown 10 the author; yes(?): conjeciured yes; nol?): conjectured no.
* With or without local coastrainls.

pear to be generable by LFGs (as communicaled by Robert Berwick) and
some nonindexed languages are also generable by LFGs (as communi-
cated by Fernando Percira). 1 believe that LFGs as formulatced at present
are far more powerful than required. It has not been shown, to the best
of my knowledge, that this extra power of LEGs is really needed. Whether
meaningful ways of constraining LFGs exist so that the corresponding
grammars will be in MCSGs is an open problem. (See Table 6.1.)

Q. free aqolning granimiars o
63 4. F;rmal reme. &S
Let Ly be the language obtained from the language
S {(da)rcinzi}

by dislocating some number of a's and moving them 10 the left; all dis-
located a's precede all b's. (This language is described in Peters and
Ritchic, 1982, and can be generatcd by a phrasc linking grammar.) Note
that this language is different from that in Example 6.1.3, because here
we require that all dislocated a's precede all b's. Let us now consider a
TAG with local constraints that generates L.

Let G = (1,A4), where

_(S!) A a = ) a= 3

N\
4 f ay 3
:‘;At :‘n /':TRI

This is not the simplest TAG for Ls. Note also that f2: has a local
constraint that requires a top conlcxt S and a bottom contexi Tlorpato
be adjoinable. The bar over some a's serves 10 indicate the dislocated
a's. The TAG, G, above not only generates L, but also gencrales the
appropriate linked tree sets of the corsesponding PLG (scc Pelers and
Ritchie, 1982). It is not clear yet whether a TAG without local constrainls
can be constructed for Ly; this is probably not possible.

Those familiar with PLGs may be interested in the following PLG for
the language in Example 6.1.3.
¢$3) G:5—as

! §—+abSc

S—e
The a's with bars have 1o be properly linked as defined by Peters and
Ritchic (1982).
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Example §.3.4. The language Liq is of considerable inlerest. (This language was

suggested by William Marsh (private commuaication) and some of his students.

This language is also refesred 1o as Bach language. Marsh has showa that this

language can be generated by a PLG.) :

(54) Ly = {wiw € {a,b,c}* and the number of @'s = the number of b's = the
aumber of c's}.

That is, Lo has the same number of a's, b's, and ¢’s, bul the a's, b's and
¢'s appear in all possible orders. Lo can be generated by a phrase linking
grammar (PLG).

This language is interesting because, in a sense, it represents the ex-
treme case of the degree of free word order permitted in a language. This
extreme case is linguistically not relevant. Languages 1-6 in Table 6.1
represent different degrees of free word order, the language in 3 being

the extreme case, Indicated in the table is the degree of frec word order

permilied by each type of grammar in terms of these languages. GPSGs
cannol generate this language. TAGs also cannol generate this language,
although for TAGs the proof is not in hand yel. LFGs can gencrate this
language.

in a TAG, for cach clemenlary tree, we can add more clementary trees,
systematically gencrated from the given clemenlary trees (o provide ad-
ditional free word order (in a somewhat similar fashion to Pullum, 1982).
Since the adjoining operation in a TAG gives some additional power (o
a TAG beyond that of a CFG, this device of augmenting the ciemenlary
trees should give more freedom, for example, by allowing some limited
scrambling of an item outside of the constituent to which it belongs. Even
then a TAG does not seem 1o be capable of generating the language in
the preceding example (the language in 3 in Table 6. I). Thus there is extra
freedom, but it is quite limited. The extra power of TAGs may be just
adequale to handle the free word order phenomenon; however, we need
10 know much more about this phenomenon before we can be sure of the
claim.

Table 6.1 lists (1) a set of languages reflecling different patierns of
dependencies thal can or cannot be gencraled by different types of gram-
mars, and (2) the three properlies of TAGs mentioned carlier.

6.4. Some lnguistic examples

In this section, which gives some delailed linguistic examples of TAGs,
many details that do not serve the purpose of illusiraling the power of
TAGs have been ignored or simplified. (For a more detailed account of
linguistic relevance of TAGs, see Joshi and Kroch, 1984.)

6.4.1. An English example

Example 6.4.). Let G = (1,A), where I is the finite set of initial trecs nnd_ Alis
the finite sei of auxiliary wrees. Only some of these trecs in § and A will be listed,

0. Tree adjoining grammars -

especially those ﬁlevam 10 the derivations of certain seniences. R_alher thian
wroducing all the trees al once, § will introduce them 3 few at a time and m -
somc appropriatc remarks as we go along. Later | will show some sample

valions.
(5%) N lnitial Trees):

a = ap = 5
NP vP NP vp
I
N N o N
VAN
Det N

Note that a) corvesponds to a *‘minimal sentence’’ with a transi
verb, €.,

(56) The man mel the woman.

and a3 corresponds (o a minimal sentence with an intransitive verb;
cxample,

(57) The man fell.

The initial trees, as defined earlier, require terminal symbols on the fi:
tier. In the linguistic conlext, the nodes on the frontier will be pretermi
symbols such as N, V, A, P, Del, elc. The lexical items are inserted

cach one of the preterminal symbols as each elementary lrcc enlers

derivation. Thus if we choose a, as the initial tree, then

(58) vs = oy (with lexical items inscried) = S
NP P

Det N T NP

the man mel DII I
the woman

As we continue the derivation by selecting auxiliary trees and adjoir
them appropriately, we follow the same convention; that is, as each «
iliary tree is chosen, we make the lexical insertions. Thus in a deriva.
in a TAG, lexical insertion goes hand in hand with the derivation. |
step in the derivation sclects an clementary trce together with a su
appropriale lexical items.
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Note that as we sclect the lexical items for cach clementary tree we
can check a variety of constraints, ¢.g., agreement and subcategorizalion
constraints on the set of lexical items. Thus, for example, the following
choices of lexical items will not be permitied.

NP VP NP vP
Del/\N V/\NP Dcl/\N V/\NIP
Ju mlm P|«l :!u m!m N

meels | I
Mary Jell Mary

This is because, in the first case, the number agreement is violated and
in the second case, fell does not take NP object. The point here is that
these constraints can be casily checked because the entire clementary
tree which is the domain of these constrainls is available as a single unit
at cach step in the derivation. If we had started wilh a3, then the choice
of lexical items as shown in (60) would be permitied.

(60) /s\

NP vP
N |
DET N \|I

the man Jell

When an auxiliary tree enters the derivation, similar considerations hold.
In addition, further constraints, both contextual and lexical, can be
checked by means of local consiraints. We will illusirale some of these
later as we proceed with our example.

6l) ay = S

N
i /V&
l!l v NP P
AV N
!
John gave the  book 1o Mary

6. Tre- adjoining grammars &7

Note that henceforth a possible lexical choice will be slaled_by _giviug 2
example below each trec. It is clear that for each subcalcgonza?uon fn ane
we will have an initial tree. We could, of course, represent this finile s
of trees by some schema. This is only a matter of convenience and il
not rclevant 10 ousr current purpose.

(62) ay A

NIP vP

N %IP
N

Mory was mei by John

The buok was given fo Mary by John

Note thal a, and as are the passive forms of a, and a;, respectively

have shown a flal structure for passive for convenience only. Nothing

this section hangs on this particular structure for passive. (For furth
details about the analysis of passive with respect 1o TAGs, sec Joshi
Kroch, 1984.)

‘63) G A
PP. NIP p
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In a0, & link s shown from the lower PP node to u higher PP node. It
should‘bc noled that when lexical items arse inserted for the preterminal
nodes in ajo, ROL only can we check that a verb requiring NP PP objeclt
has been inserted, but also that the preposition P is fo as required by the
verb, for example.

(64) ap = s

e V NlP
N
Who mes Mary?
Qe = [
wh's, o P P

[ FT1 =‘ S

Who was met by John?

Each one of the finite seis  and A can be quite large. The set of initial
lr'ccs contains so far all the minimal sentential trees corresponding lo
different subcategorization frames together with their transforms. I
should be noted that this set is finite and these irees have been listed
explicitly.

We could, of course, provide rules for obiaining some of these trees
ﬁ’am' a given subset of trees. These rules will achieve the effect of con-
ventional transformational rules; however, they need not be formulated
as the usual transformational rules. We can formulate them directly as

6. Tree adjolning grammars &3

tree rewriting rulcs, vopecially since both the domains and the co-domains

" of the rules will be finite. These rules will be abbreviaiory in the sense

that they will generate only finite sets of irees. Hence, incorporation of
such rules will be only a matter of convenience and will not affect the
TAG in any essential manner.

So far, all the initial trees defined correspond to minimal sentences. i
will now introduce some initial trees that are minimal but are nof matrix
sentences. The motivation for introducing these trees will be clear from
the examples and the subsequent use of these trees in the derivations. -
Some problems associated with the intsoduction of these trees will be
discussed in the next section.

(6% ) /S\_ a = /S\

NPV NP VP
| /K | "\
Pro 10 vP N o vP
VAN
v NP Vv NP
I I
N N

Pro to invite Mary Johu 1o like Mary

Note that azs and a3s arc similar, except thal in the first case the subjcgl
NP is realized as Pro and in the sccond case by a lexical item. ops will
be uscd in the desivation of sentences such as

(66) John persuaded Bill Pro to invile Mary.
John tried Pro 10 invite Mary.

ajs will be used in deriving scalences such as

wh John seems 1o like Mary

“’8' Ky = S
wits S
i
o' —_—
SNp VR
H /\
\WPro 0

P
v /NP
-

Who Pro fo invite

»
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N

o

'l

' NP VP

N VAN

L]

'-.I!l To VP
'\ v NP

. 4
~ P
Moo e
[ 4

a3 and aie differ in the same way a5 and a}s. az Will be used in deriving
sentences such as

(69} Who did Jobhn try to invile?
a3, will be used in deriving sentences such as
(70) Who did Joha expect Bill 1o invite?

So far we have considered some initial trees. Now let us examine auxiliary
trees.

an An auxiliary tree B =
S
£

N

NP v
rI v NP
l
N
who met Mary

The terminal nodes of an auxiliary tree should all be terminal symbols,
except one that is a nonterminal identical 1o the label of the root node.
In the linguistic context, instead of terminals we will have preterminals
on the frontier. (See the remarks on lexical insertion for initial trees.) In
B\ the circled NP nodes correspond to the root node and the foot node
, of an auxiliary tree. These nodes have been circled for convenience.

6. Tree adjc* ing grammars 235
f, will be used o build a subject relative clause around an NP as in
(72) The boy who met Mary left.
The link in B, links the cxtracied NP node to wh.

M P = &

Wi
i
' NP VP
VAN

NV Ne
!

who Mary met

@2 corresponds 10 the object relative clause.

(14) [

who was met by Mary

B, corresponds to a subject relative clause where the vcrI? 'is in the passive
form. It is clear that we will have a large number of auxiliary trees; how-
ever, the sel is finite. As in the case of initial lrees, it is possible to write
rules for obtaining some of the auniliary trees, say for example, B, from
B, or even all of the auxiliary trees, say for example, B, from a,, clc.
These rules will correspond more or less directly to the usual lran;for-
mations. However, there are important differences: (1) The rulgs will be
only abbreviatory in the sense that only a finitc set of trees w!II be de-
rivable from a finite set of trees. (2) The rules can be deﬁncq directly as
tree rewriting rules, where both the domain and the co-domain are lrees,
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ualike the transformational rulcs, which are mediated by structural de-
scriptions based on proper analyses. 1 is in this sense that the irees in I
and A capture the usual iransformational relations more or less directly.

It should be pointed out that the so-calied Island Constraints do not
have 10 be stated as constraints in a TAG. They are simply corollaries of
the TAG formulation. This observation is due to Tony Kroch (sce Joshi
and Kroch, 1984, for further details). Thus

(75) *To whom what did Joha do?

is disallowed if there is no elementary free (an initial Iree) corresponding
10 (75). Then (76) is automatically preveated

(76) *To whom did you wonder what Joha did?

The preveation of (75) is a matter of what clomentary trees (initial trees,
in this case) and what links arc allowed on them. Once the elementary
trees are defined, the links arc preserved throughout the derivation in a
TAG, as shown in section 6.3. No new linking relations are added between
a tree and an auxiliary tree that is being adjoined. The so-called Island
Constraints then follow as coroliarics. Similar considerations hold for the
Complex-NP Constraint.

The preservation of the linking relations during the derivation in a TAG
accounts for the so-called unbounded movements. In a sense, in a TAG,
there are no unbounded movements. All movements are defined o the
clementary trees; thus they are bounded. The unboundedness then is a

an B /@\ B = %
NP vp do NP VP
v% V/N‘P\@
! .L
John persuaded Bill S

Did John persuade Bill S
7% B = ﬂ B = }k
Nf’ VP do NP v
T 7% 7%

John expected S Did John expect S

6. Tree adioining grammars &3

9 au-}% - Brs =
NP P v
(AN

40

John knew that S

seens -V—F

corollary of the fact that the links are preserved during the derivation in
a TAG.

Pe. Bi. Br. B3, and Byo correspond to the scatences involving sentential
complements. For example,

{80) John persuaded Bill to invite Mary.

would be derived starting with an initial tree corresponding to

81) Pro lo invite Bill

to which B is adjoined giving

(82) John persuaded Bill Pro to invite Mary.

pé would be ﬁscd in deriving

(83) Who did John persuade Bill to invite?

By and pj will be used in a similar fashion. Bys will be used in deriving
(84) John scems to like Mary.

Sentence (82) will not be derived in the same way as

(85) John tried to invite Mary.

So far | have not shown any local consiraints for any one of the auxiliary
trees. This was done for simplicily. Clearly, many of the auxiliary trees
listed will be accompanicd by local constraints. As 1 illustrale some of
the derivations in the above TAG, 1 will point out some of the local con-
straints needed and how they can be stated for particular auxiliary trees.
These examples should be adequate to show the use of the local con-
straints in a TAG.
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6.4.2. Derivations in the TAG, G = (I, A)

A derivation always begins with an initial tree. Sentences such as

(86) John met Mary.

The girl is a senior.

The rock fell.

John gave the book to Mary.

The book was given to Mary by Joha.
To Mary John gave the book.

~oonow

correspond directly to initial trees. In particular, (84b) corresponds 10 a,
(with appropriate lexical inscrtions).

87 Tma =

//,/NP\ vp

Dea N v NIP\
the xirl t T
is d senior
The girl is a senior.

1 will now derive several sentences.
(88) The gid who met Bill is a senior.

Let us take B, (with appropriate lexical insertions).

89 Bl = NP

)

wh} S
VAN
P VP

VAN

A NP

[4

I
1 N

Bill

m

6. Tree adinining grammars &7
B is then adjoined 10 a, 8l the indicated node labeled NP resulting in y;.
(90} n= S

N e
L]
\. mei- N !
LY [}
\‘ 'l
“e.. Bl .-

The girl who mct Bill is a senior.

91) Joha persuaded Bill to invite Mary.
We will start with the initial tree a3s.

‘92, O TRl 31 = St

/o

NP VP

VAN

Pro o vpP

v NP

invite

L i T —

Mury

Pro 1o invite Mary
Then we take Be.




T3} Po = S

s
TN

John persuaded N
Bill

John persuaded Bill S
B, is adjoined to v, of the indicated node labeled S resulting in v,.

(94) =,--3
rd -

-

persuaded N 'o' “NP
]
vP

Sl Bty Pro 1o . /\

v

invite

: N
‘. John VP

~

__z_%

Mary
John persuaded Bill to invile Mary.
Note that if we start with a}s, which is like a;s excepl that instead of

Pro, we have a lexical NP

g

95) yi=aiy = S
I‘! 1o VP
dim T NP
invite bll

Mary

Jim to .invile Mary
Adjoining B 10 ais al the indicated node labeled S, we get Yi

240

-l

8. Tree ad{olnlng grammars

9 W=
NP/\VP
hll v/m
ERIVAN

Juhn persuaded N NP vPp
Bill N o VP
Jim NP
invite l!l
Mary

* John persuaded Bill Jim to invite Mary.

43 can be disalowed if while adjoining B to v, (or vi) we can check
whether the subject NP is a Pro and allow adjoining only in thal case.

This can be achieved by associaling a local constraint with B¢ as follows.

9N fu=

NP VP :78 (—NP Pro)

(98) Who did John persuade Bill 10 invile?
We will start with the initial tree o;,.

9 Y = Qy = $
u{>\4‘ﬁ___
H

/NP VP

N

o o Vv

-

-

.’,-- -~y

Who Pro 10 invite
Then we take Bq.
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o0 = S

N m
John persuade N

Bil}
did John persuade Bill S

B¢ is adjoined to vy, at the indicated node labeled S, resulling in v;. -

wn v y\

NP

o hll V NP S

Al TN

n persuaded N :’NP vP

.
; |'| I\
~

\‘ -

. ~
~ \\
~ .
.
~
-
~
~
-~

--------

Who did John persuade Bill Lo invite

Note that the link in v, is preserved in y2; it is sireiched resulting in the
so-called unbounded dependency.

It is now casy to see that stasting from ais and then adjoining B7 lo
.azs at the rootl node S, we obtain

(102) John expected Bill to invite Mary.

Starting with aje and adjoining B 10 aie al the node labeled S, we
oblain

(103) Who did John expect Bill to invite?
By setting up further auxiliary trees such as, for example,

6. Tr- adjoining grammars

(104) fre =

NP VP

Pro m/\v
v/rnr\@)

ask

—_

Ti
we can obtain (105) as follows.
{108) John persuaded Bill to ask Tim to invile Mary.
We will start with azs corresponding (0
(105a) Pro (o invite Mary.
Then we adjoin Bio 10 the S node in aas, giving
(105b) Pro to ask Tim Pro to invite Mary.
Finally, adjoining B¢ to the root node S of the tree corresponding to (10°
we oblain
(105c) John persuaded Bill Pro to ask Tim Pro 10 invite Mary.

A very important aspect of TAGs is that we can provide distinct «
ivations for sentences containing the so-called equi and raising ve:
This observation is due to Tony Kroch. (For further details, sce Jo
and Kroch, 1984.) Thus '
(106) John tried to please Mary.
will be derived as follows. We will start with azs

{107) YW= ay ™= S & —

NP VP

Pro to VP
v NP

please I!I
e

Pro 10 please Mary
We then take §;.
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NP VP ,
I % ! 1] s =
N vil S : r

John  aried
seenis

Joha tried S .
e ' is indi beled VP, we oblain v;.
Adjoining B to ¥ at the indicated node label S, we obtain ;. ' Adjoining us 10 v at this indicated node labele n

(109}

L VT N
.n l — " l‘
".{‘_’ " "'f‘!" NIP /VP\ _ Johnseemsio VP
. e a=" e o
Pro 10 vp - \/\P
. /\ 1 |
‘I’ NP\ _ like N
please \ ' M!ln'
_ Mary John scems to like Mary.
Joha iricd Pra Mary.
oha tricd Pra Lo plcase Mary 6.4.3. Cross-serial dependencies in Dusch
On the other hand ’ e . . :
, There are infinitely many sentences in Dutch that are of the following
{110) Joha scems (o like Mary. \ form (Bresnan ct al., 1983).
will be derived as follows. We will stast with ais
Y4 ‘ ' 4) . .. Jun Piet Maric 2ag helpen twemmen

{m "we ai =

f X
N w VP ' :
/\ » . . . Jan saw Pict help Marie swim

John v N : ' '

. .. Jan Pict Marsic saw help swim
|

where the dependencies are as indicated by the solid lines. Thus we have
like N strings of the form

Mary
{115 ..ala2ad bl b2b). ..

John 10 like Mary
* We then take B,;. l::l_l I A
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The string language is of the form {a” b" | n 2 |}, which is a contexi-free
language, but the structural descriplion required to capture the cross-
serial dependencies cannot be achieved by a context-free grammar. | have
already shown in the preceding test how a TAG can be construcied to
provide structural descriptions corresponding to the cross-scrial depend-
encies. The TAG in Examples 6.1.1 and 6.2.1 could therefore be adapled
for characterizing dependencies in {114). However, a TAG in which the
clementary trees correspond to

(116} (a) Jan zag.
(b) Piet helpen.
(c) Marie twemmen.

with the derivation beginning with
(17 Jan tog.

will not do because, although the TAG will give the correct cross-serial
dependencies, the resulting derivation will be linguistically defective and
also will not be quite in the spirit of TAGs. 1t is clear that we must con-
struct a TAG in which the derivation will begin with an initial tree cor-
responding (o '

(118) Marie pwemmen.

and, of course, we must get the appropriate cross-serial dependencics.
Bresnan et al. (1983) have stated certain facts about conjoining verbs and
conjoining NP PP sequences, and they have proposed a structure lo ac-
count for these facts. Their structure is characterized by the fact that the
corresponding Ns and Vs branch out from two distinct paths from the
rool 1o the frontier. Such a structure can be regarded as having two spines,
one to support the Ns and the other 1o support the Vs. (The unrecogniz-
ability of such tree sets follows directly, if we require that the Ns and the
Vs match.) TAGs as defined so far will allow us 1o construct only siruc-
tures with one spine. The TAG described below captures the cross-scrial
dependencies, and the derivations are in the spirit of TAGs. 1 must em-
phasize that the TAG given here is primarily for the purpose of illustrating
how a TAG can be construcied 1o capture the cross-serial dependencics
in the right manner, keeping the derivations in the spirit of TAGs. 1 do
not wish to claim any detailed linguistic justification for the structure
proposed here; however, the dependencies are correctly represented.

In Joshi, Levy. and Takahashi, 1975, a variant of TAG was considered.
This variant will allow construction of structures with two (or even morc)
spines, as described in Bresnan et al., 1983. The matter will nol be dis-
cussed here.
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Let G = (1,A4) be a TAG, where
m Lk o = $

N

$ v

Al

NP VP
I
N

-

-

q—c‘_'
1Y
Q-‘

Let us look at some derivations. We will start with «,. (The Ns and Vs
arc indexed for reading convenience.) :

“20] Y =y =

\.
IR

LN
Nr VP wemmen

,
-

N, \
Murie €
Marie wemmen.
Adjoining B, 10 v, at the indicated node we oblain ¥a.

Note that in the TAG described, in each siep of the derivation the
corresponding Ns and Vs enter the derivation at the same time. Also even
if one goes bottom-up on the tree vy, the comresponding Ns and Vs arc
together.




() v -

) v
N

3"~ awemmen
T\ \
P Vv

P « helpen’,

I \': N
N} 1 4

ema .
-

P r

’
\ !
»

N, A
|
[ 4

Piet Marie helpen twemmen.

Marie

6.5. Some lurlher problems

A number of issucs are only lightly treated in this paper. In particular,
some of the discussion of linguistic relevance is very bricf. A fuller dis-
cussion is given in Joshi and Kroch, 1984. Some other problems need
further investigation. | will only mention these here.

I. Some initial irees are not matrix sentences. Thus they have to have
an auxiliary tree adjoined before they become seatences. This requires
filtering out those derivation trees where such adjoining has nol tauken
place. It is easy to set up a mechanism for achieving this, without affecting
the general character of TAGs, especially with respect 1o their generative
capacity.

2. To accommodale coordination, both / and A sets have (o be enlarged
by introducing some schemas. The / and A scts then can become poten-
uially infinite, an exiension thal will not affect generative capacity in any
essential way. However, this aspect nceds much further investigation,
which has not been carricd out yel.

3. Each step in the denivation in a TAG introduces an clementary trec
(a large structural chunk) together with the associated lexical items. This
property of TAGs may turn out 1o be highly relevant for modeling some
aspect of sentence production. | am currently studying this suggestion.
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Adjoining B at the indicatcd node in y2 we get 3.

g w= §

N
2% > . wemmien
N~ §

v3 [}
| |
Piet € ,"
/s\ :
Ne VP S

Y

Ny I:
Mm"ir 4

Jan Piet Marie zag helpen qwemmen.
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