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ML is dominating system research
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SIGMOD 2021 VLDB 2021 SOCC 2021

OSDI 2021 NSDI 2021 ICSE 2021



The impact of ML on Data Intensive Systems 
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Tutorial @ VLDB 2021

Tutorial @ SIGMOD 2019

Tutorial @ VLDB 2021

Very Hot Topic!



The Power of ML 

Knob Tuning
[Aken, D et all. VLDB 21]

Scheduler
[Li, T et all. VLDB 18]

Index [Kraska, T et all. SIGMOD 18]

Optimizer [Marcus, R et all. SIGMOD 21]
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But what would happen in 5-10 years?
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ML in Clickhouse
ML in Spark
ML in Snowflake
…

Two Possible Worlds

This topic is

Dead OR



Are we ready to deploy learned X
in production?

Cardinality Estimation
Index
Scheduler
…
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Why Cardinality Estimation?

Multiple research groups consistently reported that learned 
cardinality estimators show very impressive results
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“The root of all evil, the Achilles Heel of query optimization, is the 
estimation of the size of intermediate results, known as cardinalities.”

Guy Lohman, IBM DB2 (40 years’ experience)2014

2018 - 2021



What is Cardinality Estimation (CE)?
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𝒬: SELECT *
FROM 𝑆𝑡𝑢𝑑𝑒𝑛𝑡
WHERE 𝑎𝑔𝑒 > 15
AND 𝑔𝑒𝑛𝑑𝑒𝑟 = ‘Male’;

age gender GPA

21 Female 3.42

20 Male 2.58

18 Female 2.79

20 Female 3.98

24 Female 3.71

20 Male 3.50

21 Male 4.0

23 Female 3.66

22 Male 3.12

Card 𝒬 = 4



How Learned CE Methods work?

• Methodology 1: Query-driven
• Key Idea: Model as a Regression problem

• Methodology 2: Data-driven
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Queryà Feature Vectorà CE_result



Methodology 1: Query-Driven
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Training

Query Pool

𝒬1: SELECT *	FROM 𝑆𝑡𝑢𝑑𝑒𝑛𝑡WHERE 𝑎𝑔𝑒 > 20;
𝒬2: SELECT *	FROM 𝑆𝑡𝑢𝑑𝑒𝑛𝑡WHERE 𝐺𝑃𝐴 < 3.5 AND 𝐺𝑃𝐴 > 3.0;
𝒬3: SELECT *	FROM 𝑆𝑡𝑢𝑑𝑒𝑛𝑡WHERE 𝑔𝑒𝑛𝑑𝑒𝑟 = ‘Female’;
…

Labels

4
2
5
…

𝒬1: <0.8, 1.0, 0.0, 0.0, 0.0, 1.0>
𝒬2: <0.0, 1.0, 0.0, 1.0, 0.3, 0.6>
𝒬3: <0.0, 1.0, 1.0, 1.0, 0.0, 1.0>
…

Featurize

𝒬1: <0.8, 1.0, 0.0, 0.0, 0.0, 1.0> 4
𝒬2: <0.0, 1.0, 0.0, 1.0, 0.3, 0.6> 2
𝒬3: <0.0, 1.0, 1.0, 1.0, 0.0, 1.0> 5
…

Train

Regression Model

𝒬: <0.0, 0.9, 0.0, 1.0, 0.8, 1.0>

Estimation: 4!

Featurize

Inference

Inference

𝒬: SELECT *		FROM 𝑆𝑡𝑢𝑑𝑒𝑛𝑡
WHERE 𝑎𝑔𝑒 > 15 AND gender = “Male”
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• MSCN [Kipf, A et all. CIDR 19]

• Neural Network + Sampling

• LW-XGB [Dutt, A et all. VLDB 19]

• Gradient Boosted Tree + Histogram

• LW-NN [Dutt, A et all. VLDB 19]

• Neural Network + Histogram

Methodology 1: Query-Driven



How Learned CE Methods work?

• Methodology 1: Query-driven
• Key Idea: Model as a Regression problem

• Methodology 2: Data-driven
• Key Idea: Model as a Joint Distribution Estimation problem
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Queryà Feature Vectorà CE_result

P(A1,A1,… , An)
A1 A2 … An



Methodology 2: Data-Driven
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Training

Train

Joint Distribution Estimation Model

𝒬: SELECT *		FROM 𝑆𝑡𝑢𝑑𝑒𝑛𝑡
WHERE 𝑎𝑔𝑒 > 15 AND gender = “Male”

Estimation: 4!

Inference

Inference

age gender GPA
21 Female 3.42
20 Male 2.58
18 Female 2.79
20 Female 3.98
24 Female 3.71
20 Male 3.50
21 Male 4.0
23 Female 3.66
22 Male 3.12

𝑃 𝑎𝑔𝑒 > 20, gender = “Male”

P(age, gender, GPA)
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• Naru [Yang, Z et all. VLDB 20]

• Auto-regressive Model

• DeepDB [Hilprecht, B et all. VLDB 20]

• Sum Product Network

Methodology 2: Data-Driven



Are we ready to deploy
learned cardinality estimation
in production?
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Questions

• Are Learned Methods Ready for Static Environments?

• Are Learned Methods Ready for Dynamic Environments?

• When Do Learned Estimators Go Wrong?
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Questions

• Are Learned Methods Ready for Static Environments?

• Are Learned Methods Ready for Dynamic Environments?

• When Do Learned Estimators Go Wrong?
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Experiment Setup

• Evaluate Metric
• 𝑞-𝑒𝑟𝑟𝑜𝑟 = ,-.(012 3 ,562(3))

,89(012 3 ,562 3 )
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Estimated CE: est(q) = 1000
Actual CE: act(q) = 2000 q-error = ,-. :;;;,<;;;,89(:;;;,<;;;) = 2

Comprehensive workload4 real-world datasets



Are Learned Methods Accurate?
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Are Learned Methods Accurate?

20Learned methods are more accurateNaru performs the best among all estimators



Are Learned Methods Efficient?

• Training time:
• DBMS ≈ LW-XGB ≫ Others

• Inference time:
• DBMS ≈ Query-Driven ≫ Data-

Driven

• Benefit from GPU:
• Limited and may introduce 

overhead
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Takeaways in Static Environment

• Accuracy
• Learned methods outperform traditional methods
• Naru performs the best

• Learned methods are costly
• Longer training time
• Longer inference time

• Benefit from GPU is limited
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Questions

• Are Learned Methods Ready for Static Environments?

• Are Learned Methods Ready for Dynamic Environments?

• When Do Learned Estimators Go Wrong?
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Update frequency matters

• q-error: 100

• Update time: 1 minutes
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V.S.

Which one is better?

A B

• q-error: 10

• Update time: 1 hour



Performance under fast data updates
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Finished

Not Finished

• Learned estimators cannot 
catch up with fast data 
update



Who is the winner?
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• There is no clear winner within 
learned estimators



Takeaways in Dynamic Environment

• Learned methods fail to catch up with fast data update
• There is no clear winner among learned estimators
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Questions

• Are Learned Methods Ready for Static Environments?

• Are Learned Methods Ready for Dynamic Environments?

• When Do Learned Estimators Go Wrong?
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Three aspects
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Column A

1. Correlation 3. Logical or Illogical2. Distribution



Correlation
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Independent Functional Dependency

• Error becomes larger on more 
correlated dataset



Distribution
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Uniform Skewed

• No clear pattern, hard to explain



Logical or Illogical

• Example 1: Estimation results are not monotonic
• Q1: SELECT * FROM R WHERE A >= 320 AND A <= 800 AND ...
• Q2: SELECT * FROM R WHERE A >= 340 AND A <= 740 AND ...

• Example 2: Estimation result can be unstable using Naru
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Card(Q2) is larger than Card(Q1) by 61% on LW-XGB



Rules for Logical Cardinality Estimator

• Except for DeepDB, all learned methods violate some of the rules
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Rule Naru MSCN LW-XGB LW-NN DeepDB

Monotonicity x x x x √

Consistency x x x x √

Stability x √ √ √ √

Fidelity-A √ x x x √

Fidelity-B √ x x x √



What Will Happen in Multi-Table?

• Issues (inefficiency and untrustworthy) still exist in multi-table
scenarios
• Estimate on join queries:
• Learn a large model on (a sample of) full outer join
• Get estimation for single or a few tables and derive with assumptions

• The improvement space increase with the number of join tables [1]
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– Poor Scalability [1]

[1]



Summary

• We are NOT ready to deploy learned CE in production
• Learned models tend to be very costly
• Learned models are hard to be trust
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ML in openLookeng
ML in Spark
ML in Snowflake
…

“For Better or Worse, 
Benchmarks Shape a Field”

2017 Turing Award laureate

• Impacts (VLDB 2021 Best 
EA&B Paper Award)
• Construct the first benchmark

to shape the field
• Guide researchers and 

practitioners to work together 
to eventually push learned CE
into production



Future Directions: ML for Systems

• Direction 1: Control the cost of learned models
• Direction 2: Make learned models trustworthy
• Direction 3: Solve data preparation
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