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If a set G of quantum gates is countable, then the operators that can be exactly represented by
a circuit over G form a strict subset of the collection of all unitary operators. When G is universal,
one circumvents this limitation by resorting to repeated gate approximations: every occurrence of
a gate which cannot be exactly represented over G is replaced by an approximating circuit. Here,
we introduce catalytic embeddings, which provide an alternative to repeated gate approximations.
With catalytic embeddings, approximations are relegated to the preparation of a fixed number of
reusable resource states called catalysts. Because the catalysts only need to be prepared once,
when catalytic embeddings exist they always produce shorter circuits, in the limit of increasing
gate count and target precision. In the present paper, we lay the foundations of the theory of
catalytic embeddings and we establish several of their structural properties. In addition, we provide
methods to design catalytic embeddings, showing that their construction can be reduced to that of a
single fixed matrix when the gates involved have entries in well-behaved rings of algebraic numbers.
Finally, we showcase some concrete examples and applications. Notably, we show that catalytic
embeddings generalize a technique previously used to implement the Quantum Fourier Transform
over the Clifford+7 gate set with O(n) gate approximations.

I. INTRODUCTION

Certain gate sets in quantum computing have become particularly distinguished due to their rich mathematical
structure, prominence in proposals for scalable quantum computing, and practical convenience. To perform tasks
reliably on a quantum computer, it is often important to understand the expressivity of a given gate set G. This is
done by characterizing the unitary operators which can be exactly implemented as a circuit over G. In the context of
fault-tolerant quantum computation, such characterizations have been possible through constructive number-theoretic
methods [1—4]. These characterizations of expressivity enabled major progress in the theory of quantum circuits,
including exact synthesis algorithms for circuits on one or more qubits [1-6], powerful circuit optimization strategies
[7], and optimally efficient approximation methods [8, 9]. Evidenced by this growing body of work, number-theoretic
characterizations of expressivity have come to play a central role in a large number of practical frameworks and
strategies for quantum compilation.

Number-theoretic characterizations are particularly crucial in the development of efficient approximation methods.
Gate sets that are well-suited for fault-tolerant quantum computation are finite and, as a result, can only express
a countable set of distinct operators. This is in contrast to arbitrary unitary evolution, where operators may come
from an uncountable continuum. In order to perform universal quantum computation, one therefore needs to rely on
approximations to extend the expressivity of a gate set: if an operator U cannot be implemented exactly over the
gate set G, then one looks for a circuit V over G which approximates U for a desired norm and precision. A number-
theoretic characterization of the gate set simplifies this process by allowing the operator U to be approximated by a
matrix with entries in the number ring R associated with G. In practice, this approximation process is then repeated



as often as the operator U is needed.

Here, we revisit the problem of extending the expressivity of a gate set. We introduce the method of catalytic
embeddings which provides an alternative to repeated gate approximations in a number of important contexts. For a
unitary operation U and a quantum gate set G, a catalytic embedding of U over G is given by a circuit ¢y over G
and a quantum state |xy) called a catalyst such that, for all quantum states |1} of appropriate dimension, we have
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The power of such a construction becomes evident in the case where U does not normally have an exact circuit
representation over G. Suppose we wish to implement the composite unitary operation V = G UGy_1U---G1UGy to
a target precision €, where each G; is a unitary with an exact implementation over the gate set G. If V' acts on
more than a few qubits and there are no additional obvious circuit optimizations, we are left with few options besides
replacing each U independently.

The standard approach to this problem is to use repeated approximations. The operator U is approximated by
some circuit U’ over G up to e/k, which then guarantees that the circuit below implements V' to the desired precision.
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Using the Solovay-Kitaev algorithm, or an improved method if it is available for G, we can find such a U’ with
O (log®(k/c)) gates in G, where c is a constant that depends on G and the chosen approximation technique. Writing
T for the gate count of the k +1 circuits G; after exact synthesis, the total gate count of the entire circuit is given by

T+k-Oog(kle)) =T+ O (klog®(k/e)) .
Now suppose that ¢y and |xy) define a catalytic embedding for U over G. Then, for any |¢), we have:
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That is, in the presence of the catalyst |xy), the above circuit implements V on its top register. Importantly, no
elements in the circuit are dependent on €. In practice, we cannot assume to have direct access to the catalyst |xu),
but we can instead consider the action of this circuit on an approximate catalyst |x) + O (§). By linearity, we then

have:
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Thus, we get the desired action if we take § = ¢, and so we must approximate |xy) to precision e. Writing N for
the gate count of the fixed circuit ¢y and, as before, T" for the gate count of the & + 1 circuits GG;, and applying the
Solovay-Kitaev algorithm (or an alternative) to approximately prepare |yy ), we find the total gate count to be

T+ Nk+0O(log°(1/e)) =T + O (k+1og°(1/e)).

Thus, given a circuit where k approximations need to be made and an overall precision of € is desired, catalytic
embeddings will incur the asymptotic cost savings

O (klog®(k/e)) = O (k +1og°(1/e)).

In other words, when catalytic embeddings exist, they will always outperform repeated gate approximations, as k and
1/e increase.

In the present paper, we lay the foundations of the theory of catalytic embeddings. We define a very general notion
of catalytic embedding and study its abstract properties. We then progressively endow catalytic embeddings with



additional structure, culminating in the notion of linear catalytic embedding. This provides an axiomatization of a very
general type of catalytic embedding that is well-suited for gate sets admitting a number-theoretic characterization,
such as the Clifford+7, Clifford+CSS, or Toffoli-Hadamard gate sets. We then introduce a method to design linear
catalytic embeddings and we show that their construction can be reduced to that of a single fixed matrix when the
gates involved have entries in well-behaved rings of algebraic numbers. Throughout, we showcase concrete examples
and applications.

Because catalytic embeddings have clear connections to algebraic number theory, they provide a convenient frame-
work through which to study and compare gate sets that admit a number-theoretic characterization. In the present
paper, we define the framework of catalytic embeddings and study its applications to the synthesis of quantum cir-
cuits. We believe, however, that catalytic embeddings may find applications in other areas of the theory of quantum
circuits, such as the study of the Clifford hierarchy [10] or the classification of certain subgroups of the unitary group
[11, 12].

The remainder of the paper is organized as follows. In Section II, we define notation and provide the reader
with a very brief introduction to topics from algebraic number theory and the theory of quantum computation.
In Section III, we formally define catalytic embeddings. Afterwards, we introduce linear catalytic embeddings in
Section IV and study their properties in Section V. We introduce a particularly convenient method for constructing
linear catalytic embeddings of unitary matrices in Section VI. Finally, we provide some concluding remarks and outline
avenues for future work in Section VII.

II. PRELIMINARIES

We begin by introducing some notation and terminology. We assume that the reader has some familiarity with
algebraic number theory and the theory of quantum computation. Further details on these topics can be found in
[13, 14] and [15], respectively.

A. Kroneckerian Number Rings

Recall that a number field is a finite degree field extension of the field Q of rational numbers. An injective field
homomorphism from a number field K into the field C of complex numbers is an embedding of K into C.

We will be interested in the number fields which can be endowed with an unambiguous notion of complex conjuga-
tion. These are precisely the Kroneckerian number fields.

Definition 1 (Kroneckerian Number Field). A number field K is Kroneckerian if there exists an involution ¢: K - K
such that, for any embedding o : K - C, the following diagram commutes:
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a—— =
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The involution ¢ in Definition 1 is uniquely determined by the number field K and can be interpreted as the analogue
of complex conjugation in K. For this reason, and by a slight abuse of notation, we use ()Jr to denote ¢ in what
follows.

Remark 1. Let K be a number field. Then K is said to be totally real if o[K] ¢ R for every embedding o of K, and
totally imaginary if o[K] ¢ R for every embedding o of K. Moreover, K is said to be CM if it is a degree two totally
imaginary extension of a totally real field. Kroneckerian number fields can also be defined as number fields that are
either totally real or CM. The latter definition of Kroneckerian number fields is the standard one in the literature
(see, e.g., [14]) and is equivalent to Definition 1. We choose to define Kroneckerian number fields as in Definition 1
because this definition emphasizes the fact that Kroneckerian number fields are those in which complex conjugation
can be unambiguously defined.

We will not only be interested in number fields but also in number rings, which we take to be subrings of number
fields (viewed as rings). Recall that the field of fractions of a number ring is the smallest field (up to isomorphism)
containing that ring. We introduce a notion of Kroneckerian number ring to deal with complex conjugation in number
rings.
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Definition 2 (Kroneckerian Number Ring). A number ring R is Kroneckerian if its field of fractions Frac (R) is a
Kroneckerian field and if rf € R for every r € R.

An injective ring homomorphism from a number ring R into the ring C of complex numbers is an embedding of R
into C.

We assume in the remainder of this paper that all number rings and number fields exist in some ambient field L,
which is not required to be Kroneckerian. For concreteness, one can consider all of the rings and fields used in this
paper as existing in the field of algebraic numbers.

B. Matrices and Unitary Groups

The addition, multiplication, direct sum, and tensor (or Kronecker) product of matrices are defined as usual. If
R is a ring, we write M, (R) for the associative R-algebra of n x n matrices with entries in R and M (R) for the
collection of all square matrices with entries in R. That is,

M(R) = U M, (R).

n>0

If R is a Kroneckerian number ring, we can extend conjugation componentwise from R to M (R). We then write
Ut for the conjugate transpose (or adjoint) of U € M (R) and we say that U is Hermitian if U = UT, unitary if
U~ =U', and normal if UUt = UTU.

For a fixed positive integer n, the collection of n x n unitary matrices over a Kroneckerian number ring R forms a
group known as the unitary group of degree n over R.

Definition 3 (Unitary Group). Let R be a Kroneckerian number ring. The unitary group of degree n over R, denoted
U, (R), is the group whose elements are n-dimensional unitary matrices over R. That is,

U, (R)={UeM,(R)|UU=UU"=T}.
We write U (R) for the collection of all unitary matrices over R. That is,

UMR)=UJU,(R)={UeM(R)|UU=UU=T}.

n>0

Definition 3 is the reason for our interest in Kroneckerian number rings. Indeed, because conjugation is well-defined
in Kroneckerian number rings, one can meaningfully talk about unitary matrices and unitary groups over these rings.

Note that any embedding p : R - C extends componentwise to a group homomorphism p : U, (R) - U, (C)
satisfying p(Uy, (R)) = U, (p(R)). Note moreover that U (R) is closed under direct sum and tensor product. In other
words, if U,V el (R), then U V,U®V e¢U (R).

Remark 2. The collection U (R) is equipped with a partially defined operation of composition (the multiplication of
matrices), a tensor product, and a dagger (the conjugate transpose). These operations can be shown to endow U (R)
with the structure of a strict dagger symmetric monoidal groupoid [16-18].

C. Quantum States and Quantum Evolution

Quantum states are described by vectors in a Hilbert space. Throughout the paper, we denote the Hilbert space of
dimension m by H,,, assuming that the underlying field is C unless otherwise stated.

We assume the existence of a preferred orthonormal basis called the computational basis and we represent the
computational basis for H,, by the collection of quantum states By, = {|a) |a€{0,1,...,m -1} }. We further assume
that the computational basis for the Hilbert space H,, ® Hy, & Hmy is given by

{la) ®|b) = |an +b) | |a) € By, |b) € By, }.

The evolution of a quantum state is described by a norm-preserving linear transformation on a Hilbert space. Thus,
in any orthonormal basis, and in particular in the computational basis, this evolution can be represented by a unitary
matrix. A simple but ubiquitous example of this kind of evolution is the transformation swap(m,n) : H,, ® H, —
H,, ® H,, whose action on computational basis elements |a) € B,, and |b) € B,, is given by:

swap(m,n):|a) ®|b) ~ |b) ® |a).



D. Circuits

We now introduce circuits, which are a widespread notation for building complex linear operators in quantum
information (see, e.g., [15]). Our presentation differs slightly from the standard one and, in particular, emphasizes
the distinction between a circuit and the matrix it represents.

Definition 4 (Gates). A gate is a symbol. Every gate G is associated with a positive integer n, called the dimension
of G, and an n-dimensional unitary matrix eval(G), called the evaluation of G. A gate set is a set of gates.

Definition 5 (Circuits). Let G be a gate set. Circuits over G and their dimension are defined inductively as follows.
e For every n e N*, I, is a circuit over G of dimension n.
e For every m,n € N*, swap(m,n) is a circuit over G of dimension mn.
e If G is a gate in G of dimension n, then G is a circuit over G of dimension n.
e If C' and D are circuits over G of dimension n, then (C o D) is a circuit over G of dimension n.

e If C and D are circuits over G of dimensions m and n, respectively, then (C'® D) is a circuit over G of dimension
mn.

We write C(G) for the collection of circuits over G and C,,(G) for the circuits over G whose dimension is n.

In Definition 5, I,,, swap(m,n), o, and ® are treated as uninterpreted symbols. From this perspective, a circuit
over a gate set G is nothing but a word over the alphabet

Gu{Il,|neN*"}u{swap(m,n)|mneN"}u{o®,(,)}

satisfying the constraints stated in Definition 5. For example, if G = { A, B,C'} and the gates A, B, and C, have
dimension 1, 2, and 4, respectively, then ((I2 ® ((A® I3) o B))o ) is a circuit over G of dimension 4. In what
follows, we always omit the outermost bracket around a circuit. That is, we write (Io ® ((A® I3) o B)) o C instead of
(L ® ((A® )0 B)) o C).

By Definition 4, every gate in a gate set comes with an evaluation. We now extend this evaluation from gates to
circuits containing these gates.

Definition 6 (Evaluation). Let G be a gate set. The evaluation function e : C(G) — U(C) is defined inductively as
follows.

e For every neN, e(I,) = I,,.

e For every m,n e N, e(swap(m,n)) = swap(m,n).

e If G is a gate in G, then e(G) = eval(G).

e If C and D are circuits over G, then e¢(C o D) = ¢(C) oe(D).
e If C and D are circuits over G, then ¢(C ® D) =¢(C) ® e(D).

Definitions 4, 5 and 6 are meant to carefully distinguish between a circuit (which is a word over some alphabet)
and the unitary matrix it denotes (its evaluation). Note that while Definition 5 treated I,,, swap(m,n), o, and ® as
uninterpreted symbols, Definition 6 fixes the evaluation of these symbols to be natural one: I,, is evaluated as the
identity matrix of dimension n, etc.

A common alternative to Definition 5 is to denote circuits using diagrams, rather than words. In diagrammatic
notation, the circuit I, is represented by a wire labelled by n on both sides, and the circuit swap(m,n) is represented
by two crossing wires labelled m and n:

For every G € G of dimension n, the circuit G is represented by a box:

A oy



Finally, if C' and D are circuits respectively represented as
m A !
1 my ni ni
: C : and : :
my my ner Nprs

then the circuits C' o D and C'® D are respectively represented as

mi —  — m}
) C
mi ni my —] - mz
: I C and - /
my ny, m— —m
: D :
ny —  — np,

where C o D is well-defined if and only if £ = ' and m} = n; for every 1 <j <{. We omit the wire labels if they are
unimportant or can be inferred from context.

Ezample 1. The { X,CX,CCX } gate set consists of the gates X, CX, and CCX, where

e(X):[? (1)] e(CX) = diag(To, (X)) and e(CCX) = diag(Ls, e(CX)).

Ezample 2. The Clifford+T gate set consists of the gates H, T', and CX, where X = Ho (T o(To(To(ToH)))) and

1
G(H) = ﬁ [1 1 0 eiﬂ'/4

The Clifford+T circuit C = ((Is® H) o CX) o (T ® T') can be diagrammatically represented as follows (using the

standard convention for the CX gate)
—Arf——-

1 et 0 0
11 —e™* 0 0
€(C)=ﬁ 0 0 el gim2|
0 0 _eiﬂ'/4 eiTr/2

11]7 e(T):[l 0 ] and  e(CX) = diag(I, e(X))

and the circuit C evaluates to

Remark 3. The notion of circuit introduced in this section differs from the usual one (as defined, say, in [15]). Firstly,
the circuits introduced here can act (when evaluated) on Hilbert spaces of arbitrary dimensions, whereas circuits in
the quantum computing literature are often restricted to spaces of dimension 2" for some nonnegative integer n. The
reader familiar with quantum circuits can think of the circuits described above as acting not only on qubits but, more
generally, on a mixture of qudits of varying (finite) dimensions. Secondly, circuits are traditionally considered up to
certain transformations. For example, according to Definitions 5 and 6, if A and B are two gates of dimension 2, then
A®B, (A®Iz)o(I2®B), and (I2® B) o (A®I;) are three distinct circuits representing the same matrix. In contrast,
circuits in the literature are often defined in a way that equates these three circuits.

Definition 7. Let € be a collection of circuits. We define U(%’) as the image of € under the evaluation function e.
That is, U(€) = e[€]. We further define U,,(€) as U, (€) =U (€) nU,, (C).

The set U(C(G)) is the collection of all unitary matrices that can be represented by a circuit over G. If % is
a collection of unitary matrices, then we sometimes interpret % as a gate set by introducing, for every U € % of
dimension n, a gate Gy of dimension n with e(Gy) = U. In such a case, we then have % cU(C(%)). If % is closed
under composition and tensor products, and contains all identities and swaps, then we in fact have % =U(C(%)).

By definition, the evaluation function e : € — U(%€) is surjective. It is not injective, however, since many different
circuits evaluate to the same unitary matrix. An exact synthesis function for € is a function which assigns, to each
unitary matrix in U(%), a unique circuit representing that matrix.



Definition 8 (Exact Synthesis). An ezact synthesis function for a collection of circuits € is a function s : U(€) - €
such that e o s = [j;(«). An algorithm computing an exact synthesis function is an exact synthesis algorithm.

The notion of exact synthesis introduced in Definition 8 is sometimes known as ancilla-free exact synthesis.

Ezample 3. Several exact synthesis algorithms have been introduced in the literature. In particular, exact synthesis
algorithms exist for the gate sets { X,CX,CCX } and { H,T,CX } discussed in Examples 1 and 2 (see [2, 19]). In
both cases, the exact synthesis algorithm relies on (and in fact establishes) a characterization of the unitary matrices
that can be represented over the gate set. In particular, for n >4,

e the elements of Usn (C({X,CX,CCX })) are exactly the permutations matrices of dimension 2" that have
determinant 1 (i.e., Uon (C({ X,CX,CCX })) = Agn), and

e the elements of Usn (C({ H,T,CX })) are exactly the elements of Uy (Z[1/2,e?"/%]) that have determinant 1.

The exact synthesis functions of [2, 19], and the accompanying exact synthesis algorithms, can be adapted to n < 4
by varying the condition on the determinant. In fact, as we will discuss below, the conditions on the determinant can
be lifted altogether through the use of ancillas.

III. CATALYTIC EMBEDDINGS

Recall from Section I that we are interested in the problem of constructing a circuit that, in the presence of a
well-chosen resource state, implements a desired operator. To make this intuition precise, we now introduce catalytic
embeddings.

Definition 9. Let C be an n-dimensional circuit and let € be a collection of circuits. A k-dimensional catalytic
embedding of C in € is a pair (¢,II) consisting of an (nk)-dimensional circuit ¢ € € and a nonzero orthogonal
projector IT on Hjy satisfying the following catalytic condition:

(I ®T) = e(C) @I

If (¢,11) is a k-dimensional catalytic embedding of a circuit C, and |x) is such that II|x) = |x), then the catalytic
condition ensures that for any [¢)) we have

(@) [} Ix) = e(@) (I @ I) [¢) [x) = (e(C) @ I) [¢) [x) = (e(C) [p))(IT]x)) = (e(C) [$)) [x) - (1)

The circuit ¢ therefore acts as C' in the presence of |x). Moreover, |x) remains unchanged by the application of ¢. For
these reasons, and in accordance with related work [20], we refer to any quantum state |x) € Hy with II|x) = |x) as a
catalyst for C over €. Moreover, if (¢,1I) is an embedding of a circuit C, we sometimes refer to ¢ as the embedding
and to II as the catalytic projector. Note that a catalytic embedding can be constructed from a catalyst. Indeed, if ¢
and |y) jointly satisfy Equation (1) and |x) is a unit vector, then (¢, |x)(x|) is a catalytic embedding of C.

As the propositions below show, the (evaluation of the) embedding of a circuit C' can always be written as a
block-diagonal matrix, up to a change of basis.

Proposition 1. Let C be a circuit and € be a collection of circuits. If (¢,11) is a catalytic embedding of C in €,
then (I ®@ I)e(¢) =e(C) 1II.

Proof. Note that (e(C)®I)(I®Tl)=e(C)® 1= (I ®II)(e(C)® I). The catalytic condition therefore yields
e(p)(II)(e(C) ®I)=TII.

Since II is orthogonal, applying (.) on both sides of the above equation gives (e(C) ® I)(I ® II)e(¢)" = I ® II, which
then implies the desired equation by left-multiplication with e(¢). O

Proposition 2. Let C be a circuit and € be a collection of circuits. If (¢,11) is a catalytic embedding of C in €,
then there exists a unitary U such that

e(p)~e(C)oe(C) e @e(C)odU,

rank (IT)

where ~ denotes equality up to conjugation by a unitary.



Proof. Suppose that C' is an n-dimensional circuit and that (¢,1II) is a k-dimensional catalytic embedding, so that
e(¢) acts on H = H,x. Consider the projectors P =1 ®II and P* =1 - P. Note that PP* = P*P = 0. Note moreover
that, by the catalytic condition and Proposition 1, Pe(¢) = e(¢)P. We can therefore decompose the action of e(¢)
on H into its action on the subspaces associated with P and P* as follows:

e(6) = (P+ PH)e(0)(P+ P*)
= Pe(¢)P + Pe(p)P* + Pre(¢) P + Pe(¢) P+
= Pe(¢)P +e(p)PP* + P+ Pe(¢) + Pe(¢p) P+
_ Pe(d)P + Pre(9)P*.

Now let 7 be the rank of IT and let @ = diag(I,,0x—,). By the spectral theorem, there exists a unitary matrix V' such
that VIIVT = Q. Let W = (V ® I,,) oswap(n, k). Then W is unitary and

We(p)W'T =W Pe(¢)PWT + WPe(p)PWT=Qee(C)+[(I-Q)@ [[We(d)W[(I-Q)eI],

since Pe(¢)P = e(¢)P = e(C) ® II. Thus We(p)W' = diag(I, ® e(C),U) for some matrix U. Since e(¢), I, ® e(C),
and W are unitary, U must also be unitary. O

Rather than focus on the embedding of a single circuit, we will focus on the embedding of collections of circuits.

Definition 10. Let ¥ and €’ be two collections of circuits. A catalytic embedding of € in €' is a collection
{(¢c,Ilc) | C € €}, where, for each C € €, the pair (¢c, ) is a catalytic embedding of C in €”.

A catalytic embedding { (¢¢,Ill¢) | C €€} as in Definition 10 implicitly specifies two functions. The function
¢: C ~ ¢¢c, which assigns an embedding to every circuit in %, and the function Il : C' - Il, which assigns a catalytic
projector to every circuit in €. For brevity, we sometimes write (¢,11) : ¢ — %" to refer to the catalytic embedding

{(¢pc,Tle) |C €€} of € in €.
Definition 11. We say that a catalytic embedding (¢,II) : € — €' is homogeneous when Il¢ = I1p for every C, D € €.

If (¢,11) : € - €' is a homogeneous catalytic embedding, then there exists an integer k such that, for every C € €,
(¢c,Il¢) is a k-dimensional catalytic embedding. We then call k the dimension of (¢,I). A catalytic embedding
(¢,I1) : € - €' can always be homogenized when % is finite. This can be done, for example, by replacing IT by ® Il
and amending ¢ appropriately.

Ezample 4. An exact synthesis function in the sense of Definition 8 is a 1-dimensional catalytic embedding of U (%)
(viewed as a gate set) in ¥. More generally, exact synthesis results that rely on ancillas, such as the most gen-
eral algorithms introduced in [2, 19], can also be viewed as catalytic embeddings: [19] introduces a 2-dimensional
catalytic embedding of Son in Conni({ X,CX,CCX }), and [2] introduces a 2-dimensional catalytic embedding of
Uan (Z[1/2,2™/%]) in Consi ({ H,T,CX }). In both cases, the embeddings are homogeneous. The embedding of [2]
uses the projector |0)(0|, whereas that of [19] utilizes the projector I.

Definition 12. The concatenation of two catalytic embeddings (¢,I1) : € - €¢” and (¢/,II') : €' — €" is the catalytic
embedding (¢',1') o (¢,11) : € — € defined by

(¢/, 1) 0 (¢,11) = (¢ 0 6, LT ®II).

It is straightforward to verify that the concatenation of two catalytic embeddings is indeed a catalytic embedding. If
(¢,11) and (¢, I1") are two catalytic embeddings of dimension k and k', respectively, then (¢’,I1") o (¢,11) is a catalytic
embedding of dimension kk’. Moreover, the concatenation of embeddings is associative and preserves homogeneity.

We will be especially interested in catalytic embeddings when % = C(G) and %’ = C(H), for some gate sets G and
H. One often thinks of the gates in a gate set G as generators for the circuits in C(G). It is therefore natural to
expect that a catalytic embedding of G in some collection of circuits 4’ might extend to a catalytic embedding of
C(G) in ¢". This is indeed the case, as the following example illustrates.

Ezample 5. Consider the following circuit F' over some gate set G={A,B,C,D }:




Suppose that we have a catalytic embedding of G in ¥ such that (¢a,I11), (¢5,I11 ®1I3), (Pc,II; ®II), and
(¢p, 111 ® I3 ®115) are catalytic embeddings of A, B,C, and D in € with IIy : Hy - Hg, I : H. > He, and
Il : Hy — Hy. We can then embed F in € as (¢,II) where II = IT; ® Il ® I3 and ¢ is the circuit below.

e
O

D
d — B oc 35) — d
_><_

A catalytic embedding (¢,II) : G — ¥ can always be extended to a catalytic embedding C(G) — €, e.g., as in
Example 5. Such an extension takes a particularly nice form when the catalytic embedding (¢,11) is homogeneous.
In this case, the same catalyst can be used for any circuit over G.

Definition 13. Let (¢,II) : G - % be a homogeneous catalytic embedding of dimension k of a gate set G in a
collection of circuits ¢ and let C' be a circuit over G. Then the catalytic embedding of C' in € induced by (¢,10) is
the pair (¢o,Il¢) where IIo = IT and ¢ is defined by induction on C as follows.

e If C = 1I,, for some n €N, then ¢ = I,, ® I.

e If C = swap(n, m) for some n,m € N, then ¢, = swap(n,m) ® Ij.
e If C' = G for some G € G, then ¢ = d¢.

o If C'=(C;0Cy), then ¢¢ = (¢, © ¢,

o If C=(C1®Cs), with C of dimension m and C5 of dimension n, then

60 = (((Um ® dc,) o (I ® swap(k,n))) o (dc, ® I5,)) © (I o swap(n, k)).

We write (¢,II) for the catalytic embedding { (e, ) | C eC(G) } :C(G) > %.

It can be verified that the induced catalytic embedding introduced in Definition 13 is a well-defined homogeneous
catalytic embedding.

Ezxample 6. Consider the circuit F' from Example 5 and assume that F' was given as
F=Ao((D&l)o((la®(B®C))oA)).
We can define a homogeneous catalytic embedding of G in % of dimension g=d-e- f via
(¢",11) = {(¢s,10), (¢, 1), (é, 1), (6, IT) }
where II = II; ® I, ® II3 and

(b;! = (bA ® Ief
¢'p = (Ioa ® swap(f,e)) o ((¢p ® I.) o (Ig ® swap(e, f)))
bc=dc® Iy

& = (Lapa ® swap(f,e)) o (¢p o (Iypa ® swap(e, f))).

The corresponding circuit diagram for the image of F under the action of the catalytic embedding induced by (¢', IT)
is the circuit depicted below.

b — p — b

) e
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It is a straightforward exercise to show that this circuit is equivalent to the naive construction of Example 5 by using
well-known properties of swap operations.

Induced catalytic embeddings can be used to concatenate embedings of gate sets. Suppose, for example, that F, G,
and H are three gate sets and that (¢,11) : F - C(G) and (¢',11') : G - C(H) are catalytic embeddings. We can then
define a catalytic embedding (¢”,1I") : F — C(H) by setting

(¢",11") = (¢/,11') o (¢, 11).

Of course, the catalytic embedding (¢”,11") itself induces a catalytic embedding (¢”,11") : C(F) — C(H).

IV. LINEAR CATALYTIC EMBEDDINGS

Catalytic embeddings, as introduced in the previous section, are very general. In principle, a catalytic embedding
can be defined for arbitrary collections of circuits ¢ and €’ and is not required to preserve any structure, beyond that
imposed by the catalytic condition. This generality can make it rather daunting to construct catalytic embeddings
that might prove useful in any way. We thus turn our attention to catalytic embeddings that preserve the structure
that may be present in underlying the collections of matrices U(%) and U(%").

Definition 14. We say that a catalytic embedding (¢,I1) : € — €” is strong when,
eo¢(C) =eop(D) < e(C) =e(D)
for all C,D € €.

Proposition 3. Let (¢,I1) : € — ¢’ be a catalytic embedding. Then (¢,11) is strong if, and only if, there exists an
injective function p:U(C) - U(E") such that the following diagram commutes:

(5%%’

U(C) —— U(%').

Moreover, the function p:U(E) - U(E") is uniquely determined by ¢.

Proof. For the left-to-right direction, let s:U (¥¢) — % be any exact synthesis function and define y = eo ¢os. Then,
for any C' € €, we have poe(C) = eogposoe(C). The function s is an exact synthesis function, so that eos is trivial and
therefore that eo (soe)(C) = (eos)oe(C) =e(C). Because (¢,11) is strong, this implies that eogposoe(C) = eod(C)
and therefore that poe(C) =eo ¢(C), so that the diagram in Proposition 3 commutes. Reasoning similarly, we get

,u(U):,u(V) S eo¢os(U):eo¢oS(V) e 608(U)=6OS(V) = U=V,

so that p is injective.

For the right-to-left direction, assume that there exists an injective function p : U(%) - U(%") making the diagram
in Proposition 3 commute. The equality e(U) = e(V') implies poe(U) = poe(V), which implies ec ¢p(U) = eo (V') by
commutativity of the diagram. Conversely, the equality eo¢(U) = eo¢p(V') implies poe(U) = poe(V) by commutativity
of the diagram, which implies e(U) = e(V') by injectivity of . Hence, (¢,II) is strong.

To see that p is uniquely defined, note that if p' : U (¥) - U (‘5') makes the diagram in Proposition 3 commute
then, for any U e (‘5'), we have p'(U) =p' o (eos)(U) =p' oe(s(U)) =eop(s(U)) = u(U). O

Note that in defining the function p in Proposition 3, one can choose any exact synthesis function. Indeed, if s and
s" are two such functions, then the uniqueness of p implies that eocpos=eo@pos’.

In practical contexts, one typically studies collections of circuits of the form C(G) and C(H), for some gate sets G
and H of interest. In these cases the collections C(G) and C(H) are closed under several circuit-building operations.
Consequently, the collections U (C(G)) and U (C(H)) are endowed with some structure. The next proposition shows
that, for collections of this form, the map p associated with a strong induced catalytic embedding preserves much of
this structure.
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Proposition 4. Let G and H be two gate sets, let (¢,I1) : C(G) — C(H) be a strong induced k-dimensional catalytic
embedding, and let p:U(C(G)) - U(C(H)) be as in Proposition 3. Then, for any U,V e U (C(G)) with rank(U) = £
and rank(V) =m,

1. w(U)(I, o) =U I,

2. 1(In) = Iun for any positive integer n,

3. w(VU) = u(V)u(U) if £ =m, and

4. w(VeU) = (swap(£,m) ® Iy) (I ® u(V)) (swap(m, £) ® Iy) (I ® u(U)).

Proof. Recall from Proposition 3 that for any exact synthesis function s : U(C(H)) - C(H), we have u = eo ¢ o s.
We take advantage of this here by choosing a convenient exact synthesis function for each one of the assertions to be
established. For the first assertion, let s be arbitrary. By the catalytic condition and the fact that e o s is trivial, we
have

wU)Ip @) =eopos(U)([y@Il)=cos(U)@II=UQRII

so that the assertion follows. For the second assertion, take an exact synthesis map s such that s(I,,) is the circuit
I,. Then, pu(I,) =eogpos(l,) =eop(l,) =e(l, ®Iy) = I, by Definition 13, since (¢,II) is an induced catalytic
embedding. For the third assertion, let s be a synthesis map such that s(VU) = s(V) o s(U). Then, writing p as
p=eo¢pos, we get

p(VU) =eogos(VU) =eod(s(V)os(U)) =e((pos(V))o(¢os(U)))=(ecogos(V))e(ecgos(U))=pnV)u),

using Definitions 6 and 13. For the final assertion, note that Vo U = (V& I;) (I, ®U) = (I,, ® U)(V ® I;). Thus, the
fourth assertion follows from the third, as long as we can show that p(I,, ® U) = I,, ® u(U) and that

w(V e ly) = (swap({,m) ® I;) (I; ® u(V)) (swap(m, ) ® I;) .

To show that u(l, ® U) = I, ® u(U), let s be such that s(I,, ® U) = I,,, ® s(U). We then have, using Definitions 6
and 13, and properties of the unitary swap(n, k),

u(l, ®U)=eogos(l,®U)
=eod(In ®s(U))
=e((Im @ ¢(s(U))) o (I;m @ swap(k,n))) o (Ijmk ® I5,)) © (I o swap(n, k))
=e(In ® ¢(s(U)))
=In ®e(p(s(U)))
=1, ®u(U).

To show that pu(V ® Ip) = (swap(¢,m) ® It,) (I ® (V') (swap(m, £) ® Ij,), one can reason analogously, choosing an
exact synthesis function s satisfying s(V ® I) = (V) ® I,. O

Remark 4. Both U (C(G)) and U (C(H)) have the structure of a groupoid. Proposition 4 shows that the map u is a
faithful groupoid functor from U (C(G)) to U (C(H)).

It is natural to seek a converse statement to Proposition 4. Indeed, this would provide conditions under which a
function U (C(G)) — U (C(H)) can be used to define a catalytic embedding C(G) — C(H). This is the goal of the
following proposition.

Proposition 5. Let G and H be two gate sets and let s : U(C(H)) - C(H) be an exact synthesis function. If
IT: Hy > Hy is an orthogonal projector of nonzero rank and p:U(C(G)) = U(C(H)) is a function such that, for any
U, Vel (C(G)) with rank(U) = ¢ and rank(V') =m,

1. w(U)(I,e) =U eI,

2. p(1p) = Iin for any positive integer n,

3. p(VU) = u(V)u(U) if € = m, and

4. (Ve U) = (swap(£,m) ® Iy) (Ie ® (V') (swap(m, £) ® Ix) (Im ® p(U)),
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then (¢,I1), where ¢ = sopoe, is a strong and homogeneous k-dimensional catalytic embedding of C(G) in C(H).

Proof. Write ¢ = so poe. For G € G, we have

e(B(G)) IO = cos0pu0e(G)(IOT) = u(e(G))(I ®1I) = e(G) @11

so that (¢,I1) : G — C(H) is a homogeneous catalytic embedding of dimension k. Write (¢, IT) for the induced catalytic
embedding. To show that (¢,II) is strong, we use Proposition 3. By the condition 1, u is injective so that we only
need to show that the diagram of Proposition 3 commutes. Let U € C(G). By Definition 5, U is a well-formed word
over GU{ I, |n e N*}u{swap(m,n)|m,neN*}u{o,®,(,)} and ¢(U) is the word obtained from U by Definition 13.
Note that, for G € G, we have

€0 B(G) = cod(G) =eosopoe(G) = poe(G),

so that eo ¢ and poe agree on G. Since e is multiplicative and behaves trivially with respect to identities and swaps,
conditions 2-4 ensure that

cod(U) = o e(U).
Hence, the diagram commutes as desired. O

Definition 15 (Lifting). Let x4 and ¢ be as in Proposition 5. The catalytic embedding ¢ is called the lifting of p.

Proposition 5 suggests that to find a catalytic embedding between C(G) and C(H), we can turn to the corresponding
collection of matrices. Note that for any gate set G, we can always find a number ring S such that U (G) c U (S).
In fact, as discussed earlier, some important gate sets in quantum computing can be identified as exactly the set of
unitary matrices of appropriate size which have entries in a particular number ring. These gate sets, such as the
Clifford4+7 gate set, are often used for the fault-tolerant implementation of unitary operations. These properties
naturally motivate the study of maps between unitary matrices over number rings, paying particular attention to
maps into number rings associated with fault-tolerant gate sets. We thus consider what additional structure can be
added to facilitate studying such maps. Unitary groups over rings are only closed under multiplication. However,
when representing the elements of these groups in the computational basis as matrices over number rings, it is often
convenient to use the additive structure of the underlying algebra of matrices. We thus focus on maps which respect
this additive structure on matrices whilst also preserving unitarity.

Proposition 6. Let R and S be Kroneckerian number rings with Frac (R),Frac(S) € K for a field K, T = RNS,
A, Be M(S), and C e M(T). Suppose that ® : M (S) - M (R) satisfies the following conditions:

1. ®(AB) = ®(A)D(B) when AB is defined

2. ®(A+ B) = B(A) + B(B) when A+ B is defined
3. ®(I,) = Iy, for some fized k

4. B(AT) = ()

5. ®(CeA)=Cod(A)

6. There exists an orthogonal projector II : Hy — Hj with rank(IT) > 0 such that ®(M)(I ® II) = M ® I where
dim(M) = dim(I) for all M € M (S)

Then ®(U(S)) cU(R) and the map p: U (S) = U(R) with w(U) := ®(U) can be lifted to a homogeneous, strong
catalytic embedding of C(S) in C(R) of dimension k.

Proof. Let U €U (S). By conditions 3 and 4 we have
SU)2(U)" = (U)(UT) = 2(UUT) = &(1) = I,

and so ¢ maps unitary matrices to unitary matrices and p is well-defined. Next, we would like to show that p satisfies
the conditions presented in Proposition 5 so that we can lift it to a strong and homogeneous catalytic embedding. By
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inspection, we see that the only condition not immediately satisfied by our assumptions is the action of p on V @ U
for U,V el (S). For rank(U) = ¢ and rank(V') = m, we calculate

w(VeU) = u(swap(l,m) o (I ® V) oswap(m,l) o (I, ® U))
= p(swap(l,m))pu(Le ® V) pu(swap(m, 1)) u(L, ® U)
= p(swap(l,m)) ® I1) (e ® V)u(swap(m, 1) ® I1) u(lnm @ U)
- (swap(l,m)) ® u(I) (I ® (V) (swap(m, 1) & (1)) (I ® u(U))
- (swap(l,m)) ® ) (1o ® p(V))(swap(im, 1) @ 1) (I © (1))

and thus all conditions of Proposition 5 hold. Therefore, we can lift ;1 to a homogeneous and strong catalytic
embedding of C(S) over C(R) of dimension k. O

As it might not be immediately obvious from the proof of Proposition 6, it is worth considering one consequence
of condition 5. Let U,V € C(S) be such that e(V) € Y (R) with dim(V) = ¢ and dim(U) = m. Lifting u as in
Proposition 5 to ¢, we get

eod(VoU)=(swap({,m)®Iy) (I; ® eod(V)) (swap(m, ) & Iy,) (I, ® e o p(U))

= (swap(£,m) ® It)) (Ir ® po e(V)) (swap(m, £) ® I1.) (Im @ o e(U))

= p(e(V)®e(U))

=o(e(V)®e(U))

=e(V) e e(e(U))

=e(V)®@uoe(U)

=e(V)®eop(U).
The above derivation shows that any lifting of p acts trivially on the elements of C(R) which are equivalent to an
element of C(S). This is consistent with the type of action we might desire in practice: we have no obvious need to
embed gates or circuits which we already have direct access to.

We focus on studying maps that satisfy the conditions in Proposition 6 for the remainder of this document and so
we present the following definitions.

Definition 16 (Linear catalytic embedding, Pre-embedding). Let ® and p be defined as in Proposition 6 and let ¢
be the catalytic embedding that results from lifting . We say that ¢ is a linear catalytic embedding and that ® is
the pre-embedding of ¢.

While we have introduced embeddings with varying amounts of structure, we might wonder whether such con-
structions exist in practice. In fact, there are distinct instances of each type of embedding, as the following example
highlights.

Example 7. Let a be a primitive third root of unity. Consider the gate set

G={R X} with e(R):[(l) 2] e(X):[(l) (1)]

Below are different examples of catalytic embeddings of R and X in C(Q).

0 0 L] [1 o o?] -2 -2 1
L. e(¢r) = S’Aa@(ébX): I S,Hzé a1 « ,forA:% 1 -2 -2
- s a o 1 2 1 -2
] ] ] ] [1 o o? 001
2. e(¢r) = 103 2,6(¢X)= IO %”,H:% a? 1 « ,forA:ll 0 0]
y - -3 - K a? 1 010
3 1+2a 1+42a 1+2a« -1 -1 -1 -1
[y 0] [0 L] +_ 1|[1+22* 3  1+2a 1+20° |1 -1 -1 1
5 e(¢R)__0 A_’e(¢X)__I4 0_’H‘€ 14202 14202 3 1+2a [ "A=3] 1 1 1
[1+20% 1+2a 1+2a% 3 1 -1 1 -1

Each of these embeddings is homogeneous, and induces a catalytic embedding (¢,II) from C(G) to C(Q). These
induced embeddings highlight the different properties a catayltic embedding may have:
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e Embedding 1 is not strong: e(Ro Ro R) = e(X o X) while e(¢roprodr) + e(dx o dx).

e Embedding 2 is strong, but not linear: e(Ro X o R)+e¢(RoRo X o Ro R) = —e(X) while
e(prodx o Pr) +e(ProProPx °© PR o PR) * —e(dx)

e Embedding 3 is linear.

These statements can be verified by direct computation.

We conclude this section with a number of simple properties of pre-embeddings and linear catalytic embeddings.
First, we start with two lemmas that aid in characterizing possible constructions for linear catalytic embeddings.

Lemma 1. Let R and S ¢ T be Kroneckerian subrings of a number field. If ® : M (T) - M (R) is the pre-embedding
for a linear catalytic embedding, then ®|s: M (S) > M (R) is the pre-embedding for a linear catalytic embedding.

While Lemma 1 may appear rather trivial, it is nonetheless quite useful for proving the (non-)existence of certain
linear catalytic embeddings. For example, the contrapositive of Lemma 1 implies that if no such ®|s can be con-
structed, then ® cannot exist. This is especially powerful in instances where the elements of 7 are simpler to describe
than those of S (or vice-versa).

Lemma 2. Let R and S be Kroneckerian subrings of a number field. If a pre-embedding ® : M (S) - M (R) for a
linear catalytic embedding exists, then SN R =S nFrac(R).

Proof. We have SNnR ¢ SnFrac(R), and so we just need to show that there is no s €e SnFrac(R) with s ¢ SNnR.
Suppose that such an s existed. There always exists some nonzero t € SN'R such that ts € SN'R, which simultaneously
implies

O(ts) =tP(s) and D(ts) =tsl.

As R is an integral domain, by assumption we would conclude that ®(s) = sI, which is absurd as s € S nFrac (R) but
s ¢ SNR implies s ¢ R. Thus, there can be no such s. O

Lemma 2 precludes “reducing” the set of denominators that appear in number rings via embedding. This has
implications for embedding to restricted gate sets such as Clifford+T, whose corresponding unitaries only permit
particular denominators. We end this section with two important results for the implementation of linear catalytic
embeddings. First, we show that linear catalytic embeddings respect the direct sum operation.

Proposition 7. Let R and S be Kroneckarian number rings and ® : M (S) - M (R) be the pre-embeddding of a
linear catalytic embedding. Then, for A, B € M (S),

d(A® B)=o(A) @ ®(B).
Proof. Let E;; the standard basis matrices for M(S). We can write
k m
A= Z AijEij and B = Z BijEij
ij=1 i,j=1

for k and m the dimension of A and B respectively. Then

k m+k
Ao B-= Z AUE,J + Z BUE”
ig=1 i,j=k+1
and
k m+k
@(A@B): Z Eij®(I)(Aij)+ Z E”®(b(B74])
ij=1 i, j=k+1

We also have

k m
(I)(A) = Z Eij ® (P(A”) and (P(B) = Z Eij ® CI)(BZJ)
2,7=1 2,7=1
and so

@(A) EB(I)(B) = Zk: Eij ® q)(Aij) + mZJr:k Eij ® (I)(Bij) = ‘P(AGB B) O]

i=1 ij=k+1
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Proposition 7 is useful when considering the action of linear catalytic embeddings with respect to controlled opera-
tions. When lifting a pre-embedding to a linear catalytic embedding ¢, we can always construct a lift that preserves
the controlled unitary structure between the control and target registers. In other words, for a gate G which applies
U to a target register conditioned on a control register being in state |a), we can lift to the gate ¢(G) which applies
¢(U) to the target and catalyst registers conditioned on the control register being in state |a).

Finally, we show that the concatenation of two linear catalytic embeddings is a linear catalytic embedding, under
a minor assumption.

Proposition 8. Let R, S, and T be Kroneckarian subrings of a number field with TN R €S and ®1: M (T) > M (S)
and Oy : M(S) > M (R) be pre-embeddings for linear catalytic embeddings. Then the concatenation ®9 o0 &1 is a
pre-embedding for a linear catalytic embedding.

Proof. We show that the composition ®5 o ®; satisfies the conditions of a pre-embedding.
1., 2. Properties 1 and 2 follow from the composition of ring homomorphism being a homomorphism.

3. Let k1 and ko be such that ®1(I,) = I, and ®2(1,,) = Ix,, for all n. Then &g o0 &1 (1,,) = Po(Lx,n) = Ik kyn for
all n.

4. Let Ae M(S). Then @50 ®;(A") = Dy (D1 (A)T) = (P30 &1 (A)).
5. Let Ce M(TnR). Then C e M(TNnS) and C e M(SnR) as T nR c S implies C e M(R), M(S), M(T). So
@20©1(C®A) :@2(C®@1(A)):C®¢20©1(A).

6. Let II; and II; be the projectors that satisfy the catalytic condition for ®; and ®5 with dimension k; and ks
respectively. Then ITy ® T2 : Hpy gy = Hioyk, With rank(Il; ® ITp) = rank(II; ) rank(II3) > 0, and

(I, ® 1) (I, ® T, = (1] ® I11) (11, ® Il,) = (I 11;) ® (IT411,) = I, ® Tl,

so that II; ® Il is a nonzero orthogonal projector on My, x,. Checking that it satisfies the catalytic condition
for A e M(T), we have

Py0®1(A)(I® (I ®112)) = Po(P1(A))((I ® Ik,) @ 1) ((I @ I11) ® I, )
=(?1(A)RIL)((I&1l;) ® Iy,)
=(AQIl;) ® Il
= A (II; ® I1,). O

Proposition 8 allows us to concatenate sequences of linear catalytic embeddings together to simplify circuits. We
will give an example of this process in the following section.

V. PROPERTIES OF LINEAR CATALYTIC EMBEDDINGS

In this section, we establish several important properties of linear catalytic embeddings. We show that linear
catalytic embeddings can often be thought of as linear representations. We also prove that a linear catalytic embedding
can be associated with a family of catalysts which can be used to perform non-trivial transformations of circuits.
Finally, we provide a few simple examples to highlight the construction of linear catalytic embeddings.

Recall that if 7 is a subring of S, then S is a T-module, and that a generating set for S over 7 is a set ' € S such
that every element of S can be written as a finite T-linear combination of elements of I'. We begin this section by
showing that a linear catalytic embedding is determined by its action on a generating set.

Proposition 9. Let R and S be Kroneckarian number rings with T = RnS and let ® : M(S) - M(R) be a
pre-embedding. If T is a generating set for S over T, then the action of ® on M (S) is completely determined by its
action on I

Proof. Let I' be a generating set for S over 7. Since I' generates S as a T-module, for s € S we can write

S = Z t(g)g,

gel
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for t(9) e T. For each 1,7, let E;j e M (S) be the standard basis matrix, i.e., the matrix whose (7,) entry is 1 and
whose other entries are all 0. Suppose that M € M (S). Then, for each 4, j, we can write the 4, j-th entry of M as

Mi’j = Z tEZ)g

gel

By applying the properties of a pre-embedding and the fact that scalar multiplication is equivalent to taking the
tensor product with a 1 x 1 matrix, we then have

(M) =@ (Y Mi By | =0 Xt B | =Y Y 010 E ;09) = Y 3 ) Ei @ 0(9).
i,j i,j gel i,j gel’ i,j gel’
Hence, for all M € M (S), ®(M) is completely determined by the action of ® on I O

In much the same way that linear operators are determined by their action on a basis, linear catalytic embeddings
are determined by their action on a small set that generates M(S). However, unlike linear operators, linear catalytic
embeddings are not free to act in any way on a generating set. The set of matrices M(S) has more structure than
than that of a module and linear catalytic embeddings have to preserve this additional structure. Our next theorem
addresses this additional structure and shows that, in many important cases, a linear catalytic embedding is completely
determined by a single element. In proving this result we use the the Galois closure of a field extension F\ &, which
is the smallest field in which irreducible polynomials in €& with a linear factor in F can be factored completely. For
further details, we direct the interested reader to [21].

Theorem 1. Let R and S be Kroneckarian number rings with T = RnS. Let ac€ S such that Frac (S) = Frac (T) [«]
with minimal polynomial p € Frac (T) [z] over Frac(T). We can construct the pre-embedding of a linear catalytic
embedding of C(S) in C(R) if and only if we can construct A € M(R) satisfying the following properties:

1. A is normal
2. p(A)=0
3. A has « as one of its eigenvalues

4. there exists a generating set I' for S over T such that for every g € I, written uniquely as the sum over powers
of a as

-1
9= ¢’
=0
for some c; € Frac (T), the matriz

d-1 4

> eV
§=0

s a matriz over R.

Proof. (=) Let ® : M(S) - M(R) be a pre-embedding of a linear catalytic embedding. Let A = ®(«).
1. By the properties of linear catalytic embeddings and commutativity of S,
d()®(a)! = d(a)@(a’) = B(aa’) = d(a'a) = d(a")®(a) = P(a) d(a)
and so A is a normal matrix.

2. Let p € Frac(T) [z] be the minimal (monic) polynomial of a over Frac (7). There exists nonzero t € T such
that ¢-p = q € T[z] by clearing denominators. By the properties of linear catalytic embeddings

0=2(0) = ®(q()) = q(2(a)) = t-p(®(a)).

As Frac (T) is an integral domain, p(A) = 0.
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3. Because @ is the pre-embedding of a linear catalytic embedding, there exists a nonzero projector II such that
P(a)(IQI) =a®Il Let v # 0 be in the image of II. We have

P(a)(Io)v=(a®Il)v
P(a)v=av

Av = aw.
Thus, « is an eigenvalue of A.

4. Let T" be a generating set for S over 7 and g € I'. There exist ¢; € Frac (7") such that
d-1 _
g= Z ¢,
§=0

There exists nonzero ¢ € T such that ¢-c¢; € 7 for all ¢; by clearing denominators. By the properties of linear
catalytic embeddings and by Frac (7)) an integral domain, we have

d-1 _
tg= ) te;o’
=0
d-1 '
(tg) =@ D teja’
=0

td(g) = Z tc;® oz)J

®(g) = Z;)Cj@(a)j

because ®(g) € M(R).

(<=) Suppose there exists A that satisfies the properties listed above and let T be a generating set for S over T for
which property 4 is satisfied. As A is such that p(A) = 0, all eigenvalues of A are roots of p. We define the function
D: M(S) > M(R) as follows:

d-1 ) d-1 }
D(g) =), c§g)AJ where g = > c§g)a7 for all g e T and
= =

(M) = ZZt(g)E ® (g) whereM:ZZtg?Ei,j ®g.
1,7 gel g gl
The function @ is well-defined as each element of S can be written uniquely as a linear combination of powers of «

over Frac (7). By extension, we can also uniquely write each element of M,, (S) as a linear combination of powers of
a over M, (Frac (7)). Thus for arbitrary M € M, (S), we can always write

d-1 o da 4
(I)ZM:ZM]‘OJJ'—)ZM]WX)AJ
=0 =0
for some unique M; € M,, (Frac(7)). We show that ® satisfies the properties of the pre-embedding of a linear
catalytic embedding. Let A, B € M(S), and C € M(T).

1. The space Hj, is spanned by any linearly independent choice of eigenvectors of A. Since p(A) = 0, each such
eigenvector has a corresponding eigenvalue o(a) for o a Frac (7T)-fixing automorphism of the Galois closure of
Frac (S) as an extension of Frac (7). For arbitrary |v) € H,, and eigenvector |o(«)) of A, we have

d-1 } d-1 ,
S(M)(Jv) ®|o(a))) = ;)Mj [v) ® A o (a)) = ;Mj [v) ® o(a)’ [o(a)) = o (M) [v) @ |o(a)).

Because o is a homomorphism and vectors of the form |[v) ® [o(«)) span Hy.,, we conclude ®(AB) = ®(A)P(B)
when AB is defined.
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2. By definition of ® and linearity of the tensor product, ®(A + B) = ®(A) + ®(B) when A + B is defined.

3. I,, has the unique decomposition as a linear combination of powers of a over Frac (7°) of I,a°. Thus

(1) =1, AN =1, ® I}; = I},.

4. For any M € M,, (S) we write M = Z;té M;ad for unique M; € M,, (Frac (T')). This implies
S o d-1 ,
MY =Y Mi(al) = 3 N/
=0 j=0

again for some unique N; € M,, (Frac (7)) since M T e M,, (S) by S Kroneckerian. Consider eigenvector |o(c))
of A for o a Frac (T)-fixing automorphism of the Galois closure of Frac (S) as an extension of Frac (7). As S
and T are Kroneckerian, the Galois closure of Frac (S) as an extension of Frac (7) is necessarily Kroneckerian.
As A is normal, AT has the same eigenvectors as A with AT |o(a)) = o(a)|o(a)) = o(al)|o(a)) where we have
used the defining property of Kroneckerian fields. For arbitrary |v) € H,, we have

d-1 d-1
(M) (jv) @ |o(a))) = E)M} o) @ (ATY o (a)) = %M} ) @ a(at) |o(a)) = o(MT)[v) @ |o(a)).

On the other hand,

d-1 ) d-1 .
(M) () ®lo(a))) = Z%Nj lv) ® A o(a)) = ;Nj [v) ® o ()’ (@) = (M) [v) ® [o()) -

We conclude ®(M)T = ®(MT) since vectors of the form |v) ® |o(a)) span Hy,.
5. By definition of &, ®(C'® A) =C @ P(A).

6. We have « is an eigenvalue of A. Let II be the projector onto the eigenspace of A corresponding to o. Then

d-1 4 d-1 '
S(M)I®I) =Y M;eNIl=> M;®d’ll=MeIL O
3=0 §=0

Theorem 1 provides necessary and sufficient conditions for producing a linear catalytic embedding. More pertinently,
it gives us a road map for constructing linear catalytic embeddings. If we are able to find a matrix A with the properties
listed above, we can extend the map a — A to a linear catalytic embedding on all of M(S). Alternatively, if we
can show that no such A exists, then this likewise precludes the existence of a linear catalytic embeddings. While
Theorem 1 shows how a linear catalytic embedding is determined by its action on a single element, the following
theorem gives a complete description of the image of a catalytic embedding.

Theorem 2. Let R and S be Kroneckarian number rings, K be the Galois closure of Frac(S)/Frac(SnR), @ :
M(S) = M(R) be the pre-embedding of a k-dimensional linear catalytic embedding, and {1} _, be the set of
automorphisms on KCFrac (R) fizing Frac (R). There exists a set of automorphisms {U@}Ll on K fizing Frac (SnR)
and corresponding projectors {Hg}z:l c My (KFrac(R)) with 1 < j < [KnFrac(R): Frac(SNR)] such that

1. {mm(My) | 1<€<j,1<m<n} is a complete set of mutually-orthogonal projectors,
2. (M) (I ® 1 (I1p)) = (T o 0e(M)) ® 7, (ILy), and
3. ®(M) = X, trFrac(or(8) R)/ Frac(r) (0e(M) ® TIy).
Moreover, the action of the circuit ®(M) is completely determined by its action on the set {H@}Zzl.

Proof. Let o € S such that Frac(S) = Frac (SnR)[«] with minimal polynomial p € Frac (SnR) [x] with degree d.
By the definition of Galois closure, K is the splitting field of p. Suppose p splits into irreducible factors p = pips...p,
over Frac (R). We shall bound this r value later. As p cannot have repeated roots, no p, has repeated roots nor can
two factors share any common roots. Let Ay be any single root of p, for 1 < £ < r. Without loss of generality, we
can assume A1 = a. For each A, there exists an automorphism oy : K - K that fixes Frac (S) nFrac (R) such that
oe(a) = Ap. Without loss of generality, we take o1 to be identity.
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By Theorem 1, there exists a normal matrix A € M(R) such that

d-1 . d-1 ‘
p(A)=0,®(e) = A, and (M) = > M; ® A* where M = Y* M; ® o and M, € M(Frac(R)).
=0 i=0

Let ¢ € R[xz] be the characteristic polynomial of A with degree k. Since p(A) = 0, without loss of generality we can

take ¢ = ipillpg2 .. .p?j with dp >0 and j < r. This is consistent with our choice to make a a root of p;, as ®(a) = A

and thus « is an eigenvalue of A. For 1 < /¢ < j, observe that the eigenvector equation
(A=XeD)v=0

has coefficients in the field Frac (R) [A¢] = Frac (c¢(S) R) € K Frac (R). As Frac (o,(S) R) is Kroneckerian, we can find
a spanning set for all such v over Frac (o,(S) R)k and apply the Gram-Schmidt procedure to obtain (unnormalized)

eigenvectors {vfz)}gjl with vi(e) € Frac (04(S) R)k This basis can be used to define the projector onto the eigenspace
of )\g,

;
dy vy) (vy))
M=y 'L

i=1 (v(z),vgl))

i

e Mg (Frac (o4(S)R)) € Mp(KnFrac(R)),

which is necessarily orthogonal. This immediately implies that application of any Frac(R)-fixing K Frac(R)-
automorphism 7 to any II; must also be an orthogonal projector, as

Ty (1) 70 (1) = 7 (1) 70 (1) = 73 (TTITL) = 73, (T ).

As KFrac(R)/Frac(R) is a Galois extension with intermediate field Frac (o,(S)R), Gal(K Frac (R) /Frac(R))
has a subgroup G, which fixes Frac (o¢(S)R). By definition, G, necessarily acts as identity on A\,. Let 74,7 €
Gal(KFrac(R) /Frac(R)). We necessarily have

TaGr =Gy = 73 1, € Gy = (17 7)) (N) = Mo <= Ta(Ne) = (o).
By the fundamental theorem of Galois theory, we have
| Gal(K Frac (R) / Frac (R)) : G¢| = [Frac (o¢(S) R) : Frac (R)]

distinct cosets of Gy in Gal(K Frac (R) /Frac (R)), implying there are precisely [Frac (o¢(S)R) : Frac (R)] elements
of {Tm(Ae)}m-1, each corresponding to exactly one root of p,. By application of the automorphism 7, to the
eigenprojector equation for A, we find

ATy (Ty) = 70 (A THe) = T (Ao ) = T (Ae) T (1)

so that not only is 7,,,(IIy) an orthogonal projector, it is an eigenprojector of A with eigenvalue 7,,,(A\¢). As 7, is
invertible, 7, (IIy) must project onto the full eigenspace of 7,,,(0¢). Note that again there are only [Frac (o¢(S)R) :
Frac (R)] distinct elements for the set {7,,(Ily) | 1 <m < n}, one for each root of py.

As A is normal, its eigenspaces are mutually orthogonal, and hence we conclude that {7,,(IIy) | 1 <£¢<j,1<m<n}
is a set of pairwise orthogonal projectors. Moreover, as there is a maximal projector for each root of ¢ and hence
eigenvalue of A, this set must also be complete, which proves the first part of the theorem. For the second statement,
direct computation yields

d-1 d-1 d-1
O(M) (I ® T, (IIy)) = (Z M; ® AZ’) (I®Tm(Iy)) = Y. M; ® (A'7,(ILy)) = Y. M; ® T (00 ()) 7 (T1e)
=0 =0 =0
d-1

- _ d-1 _ d-1 .
;J Myt (o¢(e))" ® Tin (1) = ZO T (0¢(Mia")) @ Ty (ILe) = T © 04 ( ZO Mio/) ® 7y (1)

=Tm o 0e(M) ® 7, (I1y).

Choosing one coset representative 7(5) for each coset of Gal(K Frac (R) / Frac (R))/Gy, completeness of our projectors
implies

=%y 70,

j deg(pe)
7
=1 m=1
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Using this relation alongside the second statement, we conclude

(M) =2(M)(Ie1)=2(M) (I ® i degz(?e)?ﬁf) (He))

=1 m=1
j deg(pe) j deg(pe)
=o(M)|Y > 17D |=> Y (M) (o7 (1))
(=1 m=1 /=1 m=1

j deg(pe) 0 0 J
=3 Y T (oe(M)) @7y (I1g) = Y trrac(or(S) R)/ Frac(r) (0e(M) @ I1;)
=1 m=1 /=1

by definition of the field trace, and hence we have proved the third major statement. Note that ®(M) is completely
decomposed into its action on orthogonal subspaces of the catalyst space by this statement, each determined by an
automorphism of I Frac (R) and one projector from {II;};_,. Again, completeness allows us to determine the action
of ®(M) for any input state for the catalyst space, proving the fourth statement.

Finally, we bound j < r, the number of irreducible factors of p over Frac(R). As K is Galois over Frac (SnR),
there is a subgroup H < Gal(K /Frac(SnR)) that fixes nFrac(R). Because H fixes K nFrac(R), elements of H
can only permute the roots of irreducible polynomials over CnFrac (R). Therefore, because o, (o) and o4, () are
roots of different polynomials when ¢, # {5 by assumption, o, H # o4, H and each o,H defines a different coset of
H. By the fundamental theorem of Galois theory, there are precisely [KnFrac(R) : Frac (SNnR)] cosets, and hence
j<r=[KnFrac(R):Frac(SnR)]. O

Breaking down Theorem 2, we see a complete characterization of the structure of a linear catalytic embedding.
Given a linear catalytic embedding, statement one says that the catalyst subsystem naturally decomposes into an
orthonomal basis of “catalyst-like” states. The second statement shows that embedded circuits fix this basis of the
catalyst subsystem. In other words, the embedded circuit is a controlled operator in the “catalyst basis.” But how
does the embedded circuit behave in the presence of the other basis states? The second, third, and fourth statements
tell us that an embedded circuit acts like the original circuit composed with an automorphism of a Galois field. These
automorphisms map S to an isomorphic copy of S, thereby changing the original unitary to some isomorphic copy.
These automorphisms also relate many of the projectors, so that at most [[CnFrac(R) : Frac(SnR)] need to be
computed separately. This bound is a measure of how polynomials factor over Frac (R) as opposed to Frac (SnR).
If certain irreducible polynomials over Frac (SnR) factor over Frac (R), more states will need to be computed. We
can characterize precisely when the construction simplifies, as the following corollary shows:

Corollary 1. Let R and S be Kroneckarian number rings, K be the Galois closure of Frac(S)/Frac(SnR), P :
M(S) - M(R) be the pre-embedding of a linear catalytic embedding, and {Tm}7_; be the set of automorphisms
on KFrac(R) fizing Frac(R). If Frac(SnR) = KnFrac(R), then there exists a single orthogonal projector II €
M (Frac(SR)) such that

1. {rn(II) | 1 < m < n} is a complete set of mutually-orthogonal projectors with [Frac (S) : Frac (SnR)] distinct
elements,

2. (M) (I ® 7 (I1)) = 7 (M) ® 7, (1) and,

3. (D(M) = trFrac(S'R)/Frac(R) (M ® H)
Moreover, the action of the circuit (M) is completely determined by its action on I1.

Proof. As K is a Galois extension of Frac (SnR) = KnFrac(R), K and Frac (R) are linearly disjoint as extensions of
their intersection ICnFrac(R). Any subfield of K is necessarily also linearly disjoint with Frac (R) as an extension of
K nFrac(R), and thus [Frac(SR) : Frac(R)] = [Frac(S) : Frac(SnR)]. Applying Theorem 2 with Frac(SnR) =
KnFrac(R), we have 1 < j < [KnFrac(R) : Frac(SnR)] = 1, and so j = 1 such that the only automorphism of
KnFrac(R) fixing Frac (SNR) is identity. We can thus write o1(M) = M and II; =1, and the corollary follows by
noting the number of distinct projectors is precisely [Frac (SR) : Frac (R)] given the proof of Theorem 2. O

The hypothesis Frac(SnR) = KnFrac(R) is satisfied in most cases of practical interest. For example, this
condition holds trivially when R c &, which coincides with the notion that our goal with linear catalytic embeddings
is to “simplify” the ring over which we apply circuits. When Frac(SnR) # KnFrac(R), we are not so much
simplifying circuits as we are working (at least partially) over an isomorphic copy of S. For the remainder of this
section, we thus focus on illuminating the consequences of Theorem 1 and Corollary 1 with some examples to show
linear catalytic embeddings at work.
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Ezample 8. Let S = Q[v/5] and R = Q so that R,S are both their own field of fractions. The element \/5 plays the
role of a in Theorem 1 with minimal polynomial p = 22 — 5. We need to find a normal matrix A such that A% - 51 = 0.

The matrix
1 2
A=l 4]

has characteristic polynomial p, and so A% - 5I = 0. Additionally, A has \/5 as an eigenvalue and the set {1,V/5} is
a generating set satisfying condition 4 of Theorem 1. The pre-embedding ® : M(Q[v/5]) - M(Q) is constructed by
extending the map /5~ A as:
10 1 2
(I)(M):MO®|:O 1:|+M1®|:2 _1],
where M = My + M1\/5 with My, M; € M(Q). As every quadratic number field extension is Galois, we have K =
S = Q[V/5], whose automorphisms as an extension of Q are given by {id, 7} for 7: /5 + —/5 since —/5 is the only

remaining root of p. Additionally, R c S implies we can apply Corollary 1 to determine the projectors and action of
this embedding. We can easily compute the projector onto the eigenspace of A corresponding to v/5:

JHETI
[ )

Checking the action of our embedding, we thus have
S(M)(I Q) = My® (IT) + My ® (AIl) = My @ IT + M, ® (v/5I1) = M ® 11

as expected. Per Corollary 1, we should have that

(145 V5 . % 1_ Y5 _5
{8 RPSLITAR g L R

5 2 5
is itself a projector so that {II,7(I)} is a mutually orthogonal and complete set of projectors with cardinality
[Q[V5] : Q] = 2. It is indeed clear that 7(IT) # II, and furthermore it is straightforward to verify that ITTI = TI,
(I (I1) = 7(IT), 7(I) T = 0, and TT+7(II) = I as expected.

We can also check that our embedding suffices for extraction of the matrix 7(M) = My - /5M; via 7(II). Indeed,
we have that A7(II) = —/57(II) so that

S(M)(I®T(IT)) = My (I7(I1)) + M1 ® (AT(I1)) = My @ 7(I1) + M; ® (—\/ET(H)) =7(M) e r(II).
Finally, by completeness of our projectors II and 7(IT), we have
O(M)=d(M)I@(II+7(I1)))=MeI+7(M)®7r(Il) = trQ[\/g]/Q(M ® II)

which confirms that the image of M under ® is given by the expected field trace.

Ezample 9. Let w = ™% and R =D = Z[1/2], S = D[i = w?], and T = D[w]. We will construct the pre-embeddings
of linear catalytic embeddings ®; : M (T) - M (S) and ®; : M (S) - M(R) to construct the pre-embedding
Dy0®Py : M(T) > M(R). In light of number-theoretic characterizations of certain fault-tolerant gate sets [2, 4],
this construction yields a structure-preserving map from the Clifford-T gate set (D[w]) to subsets D[¢] and D of the
Clifford4+-C'S and Hadamard+Toffoli gate sets, respectively.

We begin by finding the pre-embedding ®; : M(T) - M(S). In this case, Frac (D[w]) = Q[w] and Frac (D[i]) =
Q[i]. The element w plays the role of & from Theorem 1 with minimal polynomial p; = 2 +4, and the set {1,w} plays
the role of I'. The normal matrix

01
m=[7 ol

has p; as its characteristic polynomial, and so satisfies p; as required. In addition w is an eigenvalue of A; and so
Ay satisfies all the properties of Theorem 1. The linear catalytic embedding ®; : M(T) - M(S) is constructed by
extending the map w — A; as follows:

Oy (M) = My® T +M; ® Ay where M = My + Myw with My, My € M(S).
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We have that the extension Q[w]/Q[¢] is Galois so that there are two distinct automorphisms of Q[w] which fix
Q[]. These are given by
{ld:wrwmn iw~-w,}.

As we have § ¢ T, we can apply Corollary 1. The projector I1; is the projector onto the subspace of A; corresponding
to w given by

171 W7
Hl‘i[w 1]'

It is a straightforward exercise to check that 71 (II;) is the projector onto the eigenspace of A; corresponding to
71(w) = —w, and furthermore that these projectors are mutually orthogonal, complete, and satisfy their respective
catalytic conditions.

Constructing the pre-embedding @5 : M(D[i]) > M (D) is remarkably similar. As Frac (D) = Q, the element ¢ plays
the role of a from Theorem 1 with minimal polynomial p; = 2% + 1, and the set {1,i} plays the role of I. The normal

matrix
01
ra= [0 )

satisfies the conditions of Theorem 1, and so we can define 5 : M(S) > M(R) by
Dy(M)=My® I+ M; ®As where M = My + M1 with My, My € M(R).
Again, the extension Q[7]/Q is Galois so that there are two distinct automorphisms of Q[¢] which fix Q. These are
{id:i~i,m0:im—i,}.

Since R ¢ §, we can again apply Corollary 1. The projector IIy projects onto the subspace of Ay corresponding to @

given by
1L 3
m-sli i)

As before, 72(Il3) projects onto the eigenspace of A corresponding to 72(4) = —4, and the projectors are mutually
orthogonal, complete, and satisfy their respective catalytic conditions.

We now check that the concatenation ®5 0 ®5 behaves as expected and yields a pre-embedding ® : M (T) - M (R)
for a linear catalytic embedding. Given

M = My +wMy +w? My + w M
for the basis {1,w,w?,w3} of T as an R module we have
P(M) = Pz0P1(M)
= (1)2((M0 +w2M2) ® 12 + (M1 +w2M3) ®A1)
=My®Iy+ M ® q)g(Al) + My ® I, ® Agy + M3 ® (I>2(iA1).

Computing ®5(A1), we have

0010
0001
P2(A) =M= 1 ¢ g
-1000

In fact, we have A2 = I, ® Ay and A3 = ®3(iA;) so that really
O(M)=My®A+M; & A+ My®A? + Mz ® A>.

We thus identify A as the normal matrix ®(w), and indeed the characteristic polynomial of A is z* + 1, which is
precisely the minimal polynomial of w over Q. Furthermore, the projector

6 7 5

S
€
S

1
1| w?
H1®H2_H_Z w 7
3 2

—_
— &
£ €
=N

g €
€
—_

w
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projects onto the w eigenspace of A as expected. The automorphisms of Q[w] which fix Q are
{id:w»w,al :wr—>w3,02:wr—>w5,03:wr—>w7}.

and their action on II yield orthogonal projectors which are mutually orthogonal, complete, and satisfy the appropriate
catalytic conditions. Thus we have constructed the desired pre-embedding via concatenation.

VI. STANDARD CATALYTIC EMBEDDINGS

Ring extensions are often built by taking quotients. This is especially true in the context of the number rings
encountered in fault-tolerant quantum computing [4]. In these cases, there is a convenient method to build linear
catalytic embeddings, which can be seen as a simplification of Theorem 1. We call the linear catalytic embeddings
defined in this way standard catalytic embeddings.

A. Definitions and Properties

We start by introducing a generalization of the notion of companion matrix which will play, in the context of
standard catalytic embeddings, the role of matrix A in Theorem 1, as seen in Examples 8 and 9.

Definition 17 (Pseudo-Companion Matrix). Let R be a number ring and let p € R[X] be a monic polynomial over
R. A matrix A e M(R) is a pseudo-companion matriz for p if the characteristic polynomial of A is +p°, for some
positive integer c.

Proposition 10. Let R c¢ R[«] be a Kroneckerian, integral extension of number rings such that o has minimal
polynomial p € Frac (R) [z] with coefficients in R and degree d. Suppose A € M(R) is a normal pseudo-companion
matriz for p. If Ae M(R[a]), then:

1. there exist unique A; € M(R) such that
d-1

A=Y Ad,

i=0
2. the map ®: M(R[a]) > M(R) given by
k .
A~ Z A; @ N
=0
is the pre-embedding for a linear catalytic embedding as defined in Proposition 6.
This result follows from Theorem 1, but we outline the proof here.

Proof. Let A, B e M(R[a]) and C € M(R). Because p is irreducible over Frac (R) and has coefficients in R, R[«a] is
a free module over R with basis {a'}%}. Therefore, for each A € M(R[a]), there exist unique A; € M(R) such that

d-1 ‘
A= Z Aia’.
i=0
We now show that & satisfies the conditions of a pre-embedding of a linear catalytic embedding.

1. Because A is normal and has characteristic polynomial +p™ for some positive integer m, the eigenvalues of A
are all the roots of p, each occurring with multiplicity m. In addition, the eigenvectors of A span Hy. Let |z) be
an eigenvector of A with eigenvalue A and |v) € H,, be an arbitrary state. Because p is irreducible, there always
exists a ring isomorphism o : R[a] — R[A] that fixes R and maps o(a) = A. Then

d-1 ) d-1 ) d-1 -
O(M)(Jv) ®|z)) = ZE) M;lv) @ A' |z) = ZO M;lv) @ X' [z) = ZO M;lv) @ o(a)' [z) = (a(M)|v)) ® |z).

Because o is a ring isomorphism and vectors of the form |v)®|x) span Hgy,, we conclude that ®(AB) = ®(A)D(B)
when AB is defined.
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d-1 d-1 d-1 }
2. B(A)+B(B) =Y A4, 0A + Y BioA = 3 (4, +B)®A = B(A+B).
=0 =0 =0

3. ®(1,) =®(I,a°) = I, ® A° = I,;,.

4. Because A is normal, if ) is an eigenvalue of A with eigenvector |z), then AT is an eigenvalue of AT with eigenvector
|z). We have

d-1 ) d-1 _
Mt = ;)MJ(aZ)T and M= ;Nio/

for some unique N; € R. If |v) € H,, is some arbitrary state and o is defined as above,

d-1
<I>(M)T(|v>®|w)—ZMTIU (A)'|z) = ZM*IU (A |z) = E)Mﬁlv>®0(ai)*|w>=(U(MT)\U))@’IHC)-

1=0

On the other hand,
d-1 . d-1 ) d-1 .
(M) (jv)®x)) = 3> Nifo)® A'fe) = 3" Nifv) @ X' |z) = 3~ Nilo) @ ()’ |z) = o(MT) [v) ® |).
i=0 i=0 i=0
We conclude that ®(M)T = &(MT), since vectors of the form [v) ® |x) span Hp,.
d-1 N d-l _
5. ®(C®A) ﬂI)(ZO@Aio/) =Y C®A AN =Ced(A).
i=0 =0

6. Because A is a pseudo-companion matrix for p, it has a as an eigenvalue. Let II be the projector of onto the
eigenspace of A corresponding «. Then

P(A)(I®TI) = (dz_:lAicaAi)(I@H) :dz_:lAz— ® (a'TI) :dz_:lAio/@H: d(A) 11 O

i=0 i=0 =0

Corollary 2. Let R, a, A, and ® be defined as in Proposition 10. If U e U(R[«a]), then ®(U) e U(R).

Proof. By Proposition 10, ®(UT) = ®(U)', ®(UV) = &(U)®(V), and ®(I) = I,, for some n. Suppose U € U(R[a]),
then

(U)D(U) =(U)(UT) =d(UUT) = &) = I,
and ®(U) is unitary. O

Definition 18 (Standard catalytic embedding). Let R, o, A, and ® be defined as in Proposition 10, and let ¢ be the
catalytic embedding obtained from the lifting of ‘I)|u(7a[a])~ We call this embedding a standard catalytic embedding.

The difficulty in constructing a standard catalytic embedding hinges on finding a normal pseudo-companion matrix
over a given number ring. On the surface, this might not seem immediately difficult. Each polynomial over a number
ring automatically admits a companion matrix, and hence a pseudo-companion matrix. The normality condition
ensures unitarity of the resulting standard catalytic embedding, and is where any difficulty in constructing such
an embedding lies. In fact, generalizing to pseudo-companion matrices (rather than simply companion matrices) is
necessary to accommodate the normality condition, as the following remark shows.

Remark 5. An extension of Q by a totally real algebraic number @ yields a totally real number field, and this extension
Q[0] necessarily satisfies the assumptions of Theorem 3. However, there exist § whose minimal polynomials do not
permit a normal companion matrix with entries in Q [22]. An example of such a polynomial is X2 -3, because 3 cannot
be written as a sum of two squares from Q. In fact, this is a relatively universal phenomenon, as randomly selecting
an irreducible quadratic polynomial over Q will yield a polynomial p that does not permit a normal companion matrix
with high probability. Using pseudo-companion matrices, rather than the usual companion matrices, skirts this issue.

We also might wonder under what conditions a generic number ring extension R c § permits an a € S as in
Proposition 10 so that S = R[«]. As it turns out, these conditions are rather strong. Nonetheless, constructing ring
extensions in this way coincides with many ring extensions of practical use. For example, quadratic extensions and
extensions by roots of unity generically have the required structure.
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Ezample 10. We show how to implement a fifth root of unity « = e>™/> over the Clifford+7T" gate set using a standard
catalytic embedding. The Clifford+7T gate set has a characterization given by U(R) where R = Z[1/2,v/2,i] [2].
Therefore, we need to construct a matrix whose characteristic polynomial is a power of the minimal polynomial of «
over R. The minimal polynomial of a over R is p(x) = #* + 2% + 22 +  + 1. The matrix

-1+ 1 0 1

1 i i
A=§ 0 i -1-i 1
iod 1 —i

is normal, is a pseudo-companion matrix for p, and has entries in R. The mapping
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4 ) 4
U= Ape" 5 = 3 A0 AF
k=0 k=0

can then be lifted to a standard catalytic embedding of C(R[a]) into C(R). The catalyst for this embedding is the
eigenvector of A corresponding to the eigenvalue .

Proposition 11. Let R ¢ R[a] c R[] be integral Kroneckerian extensions. If &1 : M(R[B]) - M(R[«a]) and
Dy : M(R[a]) = M(R) are pre-embeddings for standard catalytic embeddings, then ® = ®5 0 Oy is a pre-embedding
for a standard catalytic embedding.

Proof. Let p be the minimal polynomial for 5 over R. Let A = ®3 0 ®1(8) € M(R). Then 0 = &30 &1(p(B)) =
p(Py0P1(8)) =p(A). Because p is irreducible over R, the characteristic polynomial of A must be a power of p, so A
is a pseudo-companion matrix for p. Because ®5 and ®; are pre-embeddings,

AAT =®y0 ‘1’1(5)‘52 © ‘1’1(5T) =®y0 @1(55T) =ds0 (I)l(BTﬁ) =®y0 ‘I>1(ﬁT)‘I>2 ° @1(5) = ATA,

d-1 ‘
thus A is normal. Let M € M(R[S]). There exist M; such that M = > M;3" where d is the degree of p. By linearity
i=1
of ®; and ®,,
d-1 ,od-1 .
d,y O(I)l(M) = ZMi®(I)QOcI)1(B)Z = Z M; ® A*.
i=1 i=1
Thus ® = 5 0 P, is a pre-embedding of a standard catalytic embedding. O

Example 11. In Example 10, while A is, in fact, a companion matrix for p, it is not immediately obvious how to arrive
at A given p. Here we show how to apply Proposition 11 to construct A using an intermediate ring extension.

The ring R[cos(27/5)] sits between R[a] and R. First, we find a matrix A; for the embedding from U(R[«]) to
U(R[cos(27/5]). The minimal polynomial of o over R[cos(27/5)] is q(z) = 22 + 2cos(27/5)x + 1. Our matrix must
therefore have o and @ as its only eigenvalues. The matrix

1 1 1+ 2cos(27/5)
2 |1+ 2cos(27/5) -1

has eigenvalues +sin(27/5) (since sin?(27/5) = (1/2)? + (1/2 + cos(27/5))?). Then, by multiplying by 7 and adding
cos(27/5) - I to this matrix, we obtain the matrix

) [ 1 1+ 2cos(27r/5)] . [cos(27r/5) 0 ] _ ; [ZZIQQZCC(())Sb((Qg;//E;)) i:flzi(;sb((?;//?)] 7

Ay = 2|1+ 2cos(27/5) -1 0 cos(2m/5)
whose eigenvalues are cos(27/5) +isin(27/5) = @, @. Consequently, A; has the characteristic polynomial, q.
Next, we find a matrix Ay for the embedding from U(R[cos(27/5]) to U(R). The minimal polynomial of cos(27/5)

over R is r(z) =2 + 1z + 1. The matrix
11-11
ra=3[5 )

has r as its characteristic polynomial.



26

Finally, we embed A; using A, in order to obtain

-1+ 1 0 1

17 4 11 1[: 4 1 1 1 ) ) )
Al_él:i —i:l+|:i 1:|-C0S(2W/5)b—>§[i —i:l®12+|:i 1:|®A2_§ 0 i —1-i 1 = A.
7 7 1 -1

If /1) is the eigenvector of A; corresponding to a and |psis) is the eigenvector of Ay corresponding to cos(27/5), then
the catalyst for A is given by |11) ® |1)2).

Theorem 3. Let R ¢ R[a] be a Kroneckerian, integral extension of number rings such that o has a minimal
polynomial over Frac (R) with coefficients in R. If ¢ : C(R[a]) = C(R) is a linear catalytic embedding, then ¢ is a
standard catalytic embedding.

Proof. Let ® be the pre-embedding of ¢. The set {a’ };?:0 is a generating set for R[a] over R for some k. Let ®(«) = A
and p € R be the minimal polynomial of a. By Theorem 1, A is normal and p(A) = 0. Because the characteristic
polynomial of A has coefficients in Frac (R) and is divisible by p with p irreducible over Frac (R), the characteristic
polynomial of A is a plus or minus a power of p. Therefore, A is a normal pseudo-companion matrix for p. Thus,
by Proposition 9 ® is completely determined by its action on {a’ }§:07 and so ® is the pre-embedding of a standard
catalytic embedding. O

Standard catalytic embeddings are useful because they reduce the problem of constructing linear catalytic embed-
dings to the problem of finding normal pseudo-companion matrices for irreducible polynomials. The latter problem
is, in general, simpler. When the rings in question are actually fields, there is an explicit method for constructing
such matrices, and thus an explicit methods for building standard catalytic embeddings [23].

B. Circuits Including Order-3 Z-Rotations

One can obtain explicit reductions in the resources needed for fault-tolerant quantum computing using standard
catalytic embeddings. We consider computations over the Clifford+7T" gates set, a gate set commonly used in fault-
tolerant quantum computing. Let w3 be a third root of unity and E be the rotation

10
E.:I:O w;;:l.

It was shown in [2] that the Clifford+7T gate set corresponds to the set of unitary operations U (D[ws]) where wg is an
eighth root of unity and D = Z[1/2]. Since ws ¢ D[ws], it follows that E cannot be implemented directly by a circuit
over Clifford+T.

While quantum computation over Clifford+7T+F may not be typical, in some circumstances it may be useful to
extend the Clifford+7" gate set with a phase gate of order 3. In the standard approach, one would implement the E
gate by approximation over Clifford+7". With embeddings, we can instead directly implement E using Clifford+T7
gates by embedding U(D[ws,ws]) in U(D[ws]).

Because w3 ¢ D[ws] and w3 + w3 + 1 = 0, we need to find a normal, pseudo-companion matrix for the polynomial
2% + x + 1 with entries in the ring D[wg]. Explicitly, we can observe that

1[-1-i 1-3
AZE[—1—¢ —1+i]

is a normal pseudo-companion matrix for ws over D[ws] with i = wZ, giving a standard catalytic embedding. Note

also that
1 —ws — iw?
o) = o= 7]
V3+V3

is in the ws eigenspace of A and the corresponding projector is given by |v) (v|. Finally, we note that
A=wiHS.
Since E =|0) (0] + w3 |1) (1], we have
¢(E) =10){0]® I +[1) (1@ A =[0) (0] ® I +[1) (1| ® (wgHS).
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In circuit form, the right hand side amounts to a controlled w3 H S gate, as synthesized below (a controlled wj gate
can be implemented as a T° = ZT gate):

P(E) -

Using known constructions for the controlled-H and -S gates [24] gives a Clifford+7 implementation of ¢(F) using
6 T gates, which can be further reduced to 4 T' gates using standard techniques (e.g. [25]).

For circuits with a large number of E gates, this gives a significant reduction in T-count compared with the usual
method of repeated approximations. In particular, for a circuit with m FE gates, assuming a practical overall precision
of € = 1071 [26], and using asymptotically optimal Clifford+T approximations [3] of E, this gives a T-count of

m-3logy(m/e) » 3m - (50 + logym).
By comparison, using approximations to prepare the single-qubit catalyst |v), we get a T-count of
6logy(1/€) + 4m ~ 300 + 4m

with the given embedding. In the limit of large m, the ratio of these two costs has an asymptotic scaling of

4
3-(50 +logym)’

Ignoring the logy m term, this reduces the T-count by 97% compared to the standard approach. Including this term
for a reasonable number of E gates (say m =22 ~ 10%), this reduces the T-count by 98% over the standard method.
Were we to consider the arbitrary precision limit, this value becomes arbitrarily close to 100%. This highlights the
power of catalytic embeddings to reduce gate counts in practice.

C. The Quantum Fourier Transform

The quantum Fourier transform (QFT) on n qubits is the unitary operation given by the matrix 2n%[wj k];”jclzo

where w = €2™/2" | Tt is well-known that the QFT can be realized as the circuit below, where Ry, is the 2 x 2 diagonal

matrix Ry, = diag(1, eQWi/Qk) [15].

|z1)

|2)

|3)

o) S I

We construct a standard catalytic embedding to implement this circuit using the gate set (H, X,CX,CCX). We
then show how to use n additional X gates and the same embedded circuit to implement the inverse quantum Fourier
transform.

Our goal is to reduce the cost of the expensive Z-rotations. To do so, we will find an embedding ¢ : U(Z[e*"/?"]) -
U(N). We first construct a sequence of standard catalytic embeddings

U(RL) > U(Rp-1) > > U(RE) >U(R-1) > - > U(R2) > U(R1)
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where Ry, = Z[e2“/2k]. Let us begin with ¢y : U(Rg) > U(Ry-1). The minimal polynomial for 22" oyer Ri_1 is
pr(x) = 2% - 22" Define

0 1 Lyl
Ap = [627”_/2“ 0] and [Vr) = NG |:627ri/2k:| .

The matrix Ay is a normal companion matrix for p; and has |¢) as its corresponding catalyst. We have the following
embedding of Ry:

10 0
1 0 01 0
0 22|77 lo0 0 1

00 0

o - |tbx) Ry-1

Following this sequence of embeddings to its end, we obtain the following following embedding for Rj:
|z) o
[03)

1) @_

In our presentation above, we have gone one step further and embedded R; (the Z gate) as C X, which we note is
not a linear catalytic embedding (because N is not a number ring) but nonetheless constitutes a catalytic embedding.
On computational basis states, the action of the circuit above can be described as a controlled decrementer, where
|) is the control and the register |¢)1) ® - ® ) ) holds the target integer (represented as a bitstring for computational
basis states). We therefore simplify our notation and write the embedding as below.

|)
k) —
|z) — .,
lhe) —  —
1) —  —

By Proposition 7, linear catalytic embeddings are well-behaved with respect to direct sums, and so the embedding
of a controlled operation is a controlled operation. Similarly, despite not being a linear catalytic embedding the final
catalytic embedding also respects direct sum structure. Putting all this together, we get the following embedding of
the quantum Fourier transform:
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oy —{11]

|72)

=]

|z3)

|1)3) e ——

[1h2) [ S IS I N I SO I

lvh1) I [ IO K A R IOV N R

Each of these controlled-decrement circuits can be implemented with X, CX, and CCX gates [19], and so we have
implemented the quantum Fourier transform using the gate set (H, X,CX,CCX) in the presence of catalysts.

Compiled as a circuit over Clifford+7 instead, the above implementation of the quantum Fourier transform is
equivalent to the T-count efficient circuit given in [27, 28]. Each individual decrement can be seen as an inverse adder
controlled by the bottom control qubit and subtracting the top control qubit from the ancilla qubits. Each sequence
of decrements can be seen as an inverse adder taking as input the binary number represented by the top control bits
and subtracting it from the ancilla bits. As an n-bit adder can be implemented with linear T' complexity, and noting
that |¢r) = RiH |0), the entire circuit may be implemented over Clifford4+T with T' count

O(n? + nlog,(1/€))
compared to the standard approach of approximation, which would require T-count

O(n? log,(1/€)).

While this implementation of the QFT has been previously derived using phase gradients [27, 28], we have shown
that the more general framework of catalytic embeddings suffices to reproduce it.

While it might appear that catalytic embeddings have merely reproduced the best known constructions of the QF T,
we can in fact glean additional insight into the structure of those constructions. In light of Corollary 1, we know
that the catalyst [1)1) ® --- ® [t} produced in this construction should have orthogonal counterparts corresponding to
alternative embeddings of e?™/2" in C. For example, by applying an X gate to each |¢;) we see that

L[ 1]t 2 /2] 1 1
/2 e2m/2" | T N NG e-2m/2" |

The resulting state is orthogonal to the original state since (12| X [t)2) = 0, and by inspection such a tensor product of
X gates induces the complex conjugation automorphism on w. Therefore, X [1)1) ® ---® X |¢,,) is one such alternative
catalyst, and it is precisely such that it maps each w in the QFT unitary to w', inducing the complex conjugation
automorphism on the circuit which happens to be equivalent to the inverse QFT. Thus, using the same embedded
circuit along with n X gates, we can implement the inverse QFT.
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VII. PERSPECTIVES

In this paper, we laid the foundations for the theory of catalytic embeddings. We believe that catalytic embeddings
may find a variety of applications in the study of quantum circuits and, more generally, in the theory and practice
of fault-tolerant quantum computation. As discussed in Section VI, there are cases where catalytic embeddings
reproduce or beat existing quantum circuit constructions for specific operations. We are eager to see what other
algorithmic primitives can be improved with catalytic embeddings. Approximate and exact synthesis methods also
seem like prime candidates to bolster with the power of catalytic embeddings. To make the most of this framework, it
is important to provide constructive methods for producing catalytic embeddings. In follow-up work [23], we provide
such constructive methods in many cases of interest.

The structure-preserving nature of catalytic embeddings may provide insights into a number of open questions.
Firstly, one may be able to use catalytic embeddings to better understand gate sets. By embedding a poorly understood
gate set into a well-understood one (such as the Toffoli-Hadamard gate set), one could in principle transform results
about the latter into results about the former. This approach may help in characterizing gate sets, finding relations
for circuits, and deriving asymptotic lower bounds for resources. Further afield, catalytic embeddings seem to be
a natural tool with which to tackle long-standing open questions about the Clifford hierarchy. Indeed, catalytic
embeddings were (in part) born out of generalizing gate teleportation protocols. Even farther afield, there seems
to be a growing body of evidence that various approaches to achieving fault-tolerant quantum computation share
important properties. Catalytic embeddings may help in understanding what unifies these different approaches.
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