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Abstract

Implementations of Roetteler’s shifted bent function algorithm have in recent years been used to test
and benchmark both classical simulation algorithms and quantum hardware. These circuits have many
favorable properties, including a tunable amount of non-Clifford resources and a deterministic output,
and moreover do not belong to any class of quantum circuits which is known to be efficiently simulable.
We show that this family of circuits can in fact be simulated in polynomial time via symbolic path
integrals. We do so by endowing symbolic sums with a confluent rewriting system and show that this
rewriting system suffices to reduce the circuit’s path integral to the hidden shift in polynomial-time. We
hence resolve an open conjecture about the efficient simulability of this class of circuits.

1 Introduction

The classical simulation of quantum circuits is an important problem, both for practical issues of testing
and benchmarking quantum circuits, devices, and algorithms, as well as for quantifying and elucidating
the nature of quantum speed-up. One of the most celebrated results in the classical simulation of quantum
circuits showed that circuits comprised of only Clifford gates — over which many early oracle algorithms such
as the Bernstein-Vazirani algorithm [6] can be implemented — are polynomial-time simulable, and hence
can not give a super-polynomial speed-up in practice. On the other hand, given circuits over a universal
gate set such as the well-known Clifford+7 basis, an efficient, generic classical simulation algorithm would
imply BQP = P, carrying with it enormous impacts on both classical and quantum computation.

In a recent series of work [7H9], it was shown that given a small number of non-Clifford resources,
classical simulation of a quantum circuit can be performed in polynomial-time. In this sense, non-Clifford
resources can be seen as drivers of quantum advantage. The key observation was that gate teleportation
reduces the simulation of a Clifford+7" to the simulation of a Clifford circuit with a non-Clifford resource
state proportional in size to the number of non-Clifford gates as input. This resource state can then be
decomposed as a sum of k stabilizer states and simulation can then proceed by performing %k independent,
polynomial-time Clifford simulations. The decomposition of resource states into sums of stabilizer states has
since been extensively studied [21}22,(28,[30], but the best-known upper bounds remain exponential in the
number of non-Clifford gates to be implemented by teleportation.

Despite its exponential scaling in the number of non-Clifford resources, stabilizer decompositions have
shown favorable performance in practical simulations of large circuits. In [8], stabilizer decomposition-based
simulation was performed on a class of simulation benchmarks derived from an oracle algorithm due to
Roetteler [31]. Roetteler’s algorithm, which computes a bit string s hidden in a pair of Maiorana-McFarland
bent functions provided as oracles to the quantum computer, was used as benchmark for two reasons; one
that it is a deterministic algorithm, and secondly that it allowed for the precise control over the number
of non-Clifford gates since the non-oracle part of the circuit is strictly Clifford. To control the number of
non-Clifford resources, instances of the algorithm were generated using degree 3 constructions of Maiorana-
McFarland bent functions, which correspond directly to implementations over the {Z, CZ, CCZ}, and hence



Clifford+T’, gate set. It can be noted that such instances require implementation over a universal gate
set, and hence do no fall under known classically simulable classes like Clifford [1], CNOT-dihedral [12], or
commuting circuits [25].

Following its use in [§], this class of implementations of Roetteler’s algorithm has been used extensively
to benchmark classical simulation methods [3}7.|10,18-20L27,/29]. Through these works however, empirical
evidence that it is not a good choice of benchmark in general began to surface. In [3], instances of the
benchmark were simulated deterministically in a fraction of the time by rewriting the circuit’s (symbolic)
path integral or path sum. Benchmark parameters which took hours to simulate probabilistically using
stabilizer decompositions were reduced to the hidden shift in seconds via rewriting. Likewise, in [20], which
used tensor contraction methods in the closely related [11] ZX-calculus observed that it would contract
completely without any need for stabilizer decomposition. A year earlier the same effect was observed
in [10], and was conjectured to be polynomial time simulable.

In this paper, we show that the family of hidden shift circuits from [8] are indeed polynomial-time
simulable. Our methods are based on static rewriting of the circuit’s path sum. We show that by restricting
the rewriting rules of 3] to control the degree of polynomials of the circuit path sum gives a confluent rewrite
system which reduces the path sum of the hidden shift circuit family to the shift in provably polynomial-time.
Combining simplification of the path sum with explicit evaluation yields a complete simulation method,
thereby answering the conjecture by Codsi in [10] in the affirmative. We further show that simulation
remains polynomial-time for a larger class of circuit instances based on Maiorana-McFarland bent functions
of bounded degree. Conversely our simulation methods fail to be tractable for functions of unbounded degree,
or for implementations of the oracle which are exponentially smaller than the algebraic (polynomial) normal
form of the given bent functions.

The rest of the paper is as follows: Section [2]introduces Roetteler’s shifted bent function algorithm, along
with the class of concrete circuit implementations we are interested in. In Section[3] we introduce path sums,
a rewrite system, and accompanying simulation algorithms. In Section [4] we show that the rewrite system
is confluent, and in Section [5| we give sufficient conditions for when the simulation algorithms are efficient,
and show that hidden shift circuits satisfy this condition. Finally, Section [6] concludes the paper.

2 Hidden Shift Circuits and the Shifted Bent Function Problem

We begin with an overview of Roetteler’s algorithm for the shifted bent function problem, devised in [31]
as a problem that gives oracle separations between the complexity classes BQP and P. Briefly, the problem
involves an oracle which gives access to two Boolean functions f, g such that g(x) = f(x + s). This oracle is
said to “hide” the bitstring s, and the problem is to compute the hidden bit string by querying f and g. It was
shown that for bent functions taken from a family of Boolean functions known as the Maiorana-McFarland
family, exponentially many classical queries but only linearly many quantum queries are required to compute
the shift. Roetteler further showed that if the oracle also gives access to the dual of f, a weaker separation
of O(n) classical to O(1) quantum queries is obtained, this time by a deterministic quantum algorithm.
Standard methods |15] then suffice to extend this to a super-polynomial separation. The hidden shift circuit
family used to benchmark simulation algorithms is an implementation of the deterministic hidden shift
algorithm, where the oracle is “de-oraclized” by giving a concrete circuit implementation. We will briefly
introduce the algorithm as presented in [31], and give a construction of the benchmark which captures and
generalizes those used in [7L{10L[18H20L27.[29].

We first recall some theory from the Fourier analysis of Boolean functions. We will use both Boolean
groups (Fy,+) and ({1, —1},-) as convenient. They are isomorphic by the mappings

1-C)

(2. +) === ({1.-1}.)

Recall also that the set of pseudo-boolean functions {f : Fy — R} forms a 2"-dimensional real vector space
under the usual notion of function addition. We can endow the vector space with an inner product defined



as follows
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Observe that the functions {xs | s € F5} where xs(z) = (—1)** form a basis of the pseudo-boolean functions,
which we call the parity basis. Indeed it can be seen to be a basis since they are orthonormal and 2"-many.
The Fourier transform of a pseudo-boolean function f is then defined as

f(s) = (f,xs)

so that f is represented over {ys} by

f@) =" Flo)xs

ES
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and the values f(s) are called the Fourier coefficients of f. Now Let f : F} — {1, —1} be a Boolean function.
The function f is called a bent function if its Fourier coefficients have the same magnitude.

o~

Definition 1. Let f : F} — {1,—1} be a boolean function. Then f is bent if for all s € FY, |f(s)| = \/127

Definition [1]| essentially states that the Fourier transform f is also a boolean function up to a scaling.

~

For a bent function f, its dual is a boolean function defined as f(z) = /27 f(s). Note that the dual of f is
again f. The results of [31] pertain to a construction of bent functions called the Maiorana-McFarland bent
functions whose definition we reproduce here.

Proposition 1 (Maiorana-McFarland Bent function). Let f : F3" — Fy be a Boolean function such that

f(@,y) =(,7(y)) + foly)

where fo : Fy — Fy and m € S, is a permutation.

Then f is bent and has the dual function f(x,y) = (= (z),y)+fo(r~(z)). We call f a Maiorana-McFarland
bent function, and the set of all such functions M.

Proof. By direct computation of the Fourier coefficient

~ 1

f(s,t) = 5o Z (—1)$@m@)ts)+foW)+y.t)
z,y€Fy
= L@t @n = L gyemmi o)
2mn 2n
so that | f(s,t)| = 7w, and its dual is as desired. O

Now we can formally define the shifted bent function problem, which is the task of computing a shift
s € F3 hidden by a bent function.

Definition 2 (Shifted Bent Function Problem). For a given s € F%, and a bent function f : Fy — Fa, set
g:x— f(x+s). With oracle access to f,g, compute the shift s where oracles are implemented by following
unitaries

Oc : |z) = (=1)?@ |2), O : |2) = (=1)7@) |)

The phase oracles above can equivalently be constructed from oracles computing in the computational basis

with the usual method of phase kickback via the state |—) = %.



Roetteler |31] showed that for any bent function f, the shifted bent function problem as defined above
can be solved deterministically with two oracle calls on a quantum computer. On the other hand, in the
classical case, Roetteler also showed that for a Maiorana-McFarland bent function f, classically ©(n) queries
are necessary and sufficient to compute the shift. The quantum algorithm solving the shifted bent function
problem is given by the following circuit.

)

0 o o 52 "
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In [7], Bravyi and Gosset benchmarked their simulation algorithm on instances of the quantum circuit
[ for randomly generated Maiorana-McFarland bent functions of degree 3. The oracles were implemented
over the gate set {X,Z,CZ,CCZ}, which were then compiled to Clifford+T circuits via CCZ = (I ® I ®
H)Toff(I ® I ® H) and a gadget implementing the Toffoli gate Toff over Clifford+T with 4 T' gates due to
Jones [17]. The choice to use the measurement-based implementation of [17] was motivated by the lower
T-count than direct implementations, as their simulation algorithm scales exponentially in the number of
T gates. The same construction of the circuit has since been used to benchmark a variety of simulation
methods [7}/10,18-20,27,]29], as well as benchmarking quantum hardware [23}/34]. More generally, we can
define instances of the hidden shift circuit for functions of degree m 4 1 by extending the gate set to include
multiply-controlled Z gates.

Definition 3 (Hidden Shift Circuit Family). Let 7 € S, be a permutation, fo : Fo — Fy be a boolean
function, and s = s183 € F3" be a bit string. A hidden shift circuit Clr.fo,s) for the triple (m, fo,s) is any
circuit of the form[1) on 2n qubits where oracles

Oc : |x7y> — (_1)<m+51,Tr(y+52)>+fo(y+52) |m7y>

Or : [z,y) = (~1) m @I HRETED 5 y)

are implemented over the gate set {X,SWAP, Z,CZ, - ,C(m)Z}. In particular this implies that fo has
degree at most m + 1.

The fact that m is a fixed positive integer will be essential in the proof of polynomial time classical
simulation as polynomial of bounded degree have only polynomially-many terms in the number of variables
when expressed in its algebraic normal form. Previous instances of the circuit construction |7}[10,|18H20L
27,129 were restricted to the Bravyi-Gosset parameters m = 2 and 7 = id. Note that ™) Z is non-
Clifford whenever m > 2, and in particular requires more non-Clifford resources as m increases. When
deg(fo) > 3, Roetteler’s algorithm moreover requires a non-linear Boolean operation, i.e. a CCZ or CCX
gate, in order to implement the oracles. As {H,CCX} is universal for quantum computing [2], any circuit
implementation must be over a universal gate set. The circuit family defined above thus constitutes a family
of non-trivial circuits which (1) generates an exponential-size superposition of basis states, (2) generates an
intermediate state which is highly-entangled, (3) uses interference to produce the correct result, and (4) can
not be implemented over a classically-simulable set of quantum gates. These features are known [26] to be
necessary (but not sufficient) conditions for quantum speed-up, as together they preclude polynomial-time
classical simulation by standard methods.

Correctness of Roetteler’s algorithm can be shown by direct calculation, which corresponds to a sequence
of simplifications due to interference yielding the final shift s. While simpler proofs are possible, the cal-
culation below is effectively automatable as we show in following sections. Writing ¢ for the s-shifted f



which is computed by O¢, f again for the dual of f computed by O, and letting Ur,fo,5) be the unitary
implemented by circuit Cr 7, ) We have

1 ey T .
Upn o) [0) = ggn D (F)7@ et )
2,y,2€F3"

= % Z(_:l)<$1+8177T(',E2+82)>+f0(x2+82)+<$7y>+7(y)+<y,z> |Z>

23n
= % 3 (1)@t tu)tsnm(ate))Ho(satsa) Hea ) T W+H:2) | )

2 n
= % Z(_1)(51,7r(ac2+sz)>+fo(z2+sz)+(x27y2>+f(7r(x2+52),y2)+<7r(m2+52),Zl>+<y27z2> 12)

2 n

(—1)trm(@ats2)ty) — 9nif ) = 7(z9+s5), and 0 otherwise,

and we leave the variables summed over implicit. Expanding f(m(z2+52), y2) we get (zo+ 52, y2)+ fo(wa+52)
and in particular the two fo(ze + s2) terms cancel. The remaining calculation follows below:

where the last equality follows because } -, cpn

1
Ut o9 10) = 550
1

= — Z(_l)(31+2177\'(1‘2+82)>+<y2722+52> |z>
2 n

Z(_1)<81aﬂ($2+82)>+($2,y2)+<wz+827y2)+(Tr(w2+52),Z1>+<yz,z2) |2)

|51, 52)

where again the last equality follows by noting that Zyl 22 €Fy (—1){¥2:22%52) destructively interferes whenever

29 # 89, and likewise me G]Fg(—1)<sl“‘zl’”(’”2“‘s2)> destructively interferes when 21 # s1.

It is worth noting that for the specific constructions of hidden shift circuits used in [8], there is a similar
polynomial length proof of correctness by circuit equalities, which we give in Appendix[B] The circuit equality
proof relies not only on the structure of the construction, but also on a particular sequence of circuit rewrites
which does not in general correspond to an effective simulation — or even circuit simplification — method.
Instead, we codify the above proof using path sums, where we find that the algebraic equalities employed in
the above proof correspond to a confluent rewrite system, in that every sequence of rewrites results in the
same normal form. Thus the above proof will witness that a simulation algorithm which arbitrarily simplifies
the codified expression using these algebraic equalities is guaranteed to yield the hidden shift, including for
more general cases where the hidden shift circuit is not implemented literally as constructed in [8].

3 Path Sums

We now turn our attention to path sums, which form the basis of our simulation methods. Path sums,
corresponding to a discretization of Feynman’s path integral, are symbolic representations of linear operators
as finite sums of parameterized linear operators over variables ranging in Fs. The analysis of circuits via
discretized path integrals, colloquially termed the sum-over-paths technique, has seen application over the
years in a great deal of contexts, notably proving classical complexity results [13,24]. In [3] the sum-over-
paths technique was formalized as a mathematical object — called a path sum — and equipped with a
rewriting system which allowed it to be statically reduced without explicitly expanding the sum. The path
sum has since been extended in various ways [3-5,/32,[33], where in their various incarnations as rewrite
systems have been shown to be complete for the Clifford [32] and Toffoli-Hadamard [33] fragments, as well
as general R-linear operators with unbalanced amplitudes [4].

Path sums are represented concretely as collections of polynomials giving the phase, inputs, and outputs
along a path — a particular assignment to the variables over which the sum is defined. We restrict our
attention to polynomials over Fo, corresponding to operators over the universal Toffoli-Hadamard gate set,
as this simplification has the benefit that all polynomials are of the same polynomial ring over Fy. This



fragment was previously studied and denoted SOP([3] in [33], where a rewrite system was given which was
complete when viewed as an equational theory, but not confluent.

Definition 4 (Boolean Path Sum). A (Boolean) path sum is an expression of the form
s (=1)7|01,...,0m) (In,..., I
v

where

1. s € C is a complex scalar

2. V is a set of indeterminates over Fy

3. P,O1,...,0n, I1,..., I, are multivariate polynomials in F3[V]/ Iy
where Iy is the ideal generated by v — v for allv € V.

While we use the notation s Y ., (=1)7 |O1,...,0p) (I1, ..., I,| to express the intuition of a path sum as
a linear operator, a path sum is equally well-presented by the tuple

(‘/,S,P,OZ: (01,...707”),[2: (11,,In))

The set of all path sums we will call PS, and polynomials which are elements of Fy[V]/Iy, we will
refer to as Boolean polynomials. Note that Boolean polynomials may be represented uniquely as multilinear
polynomials — that is polynomials which are degree < 1 in any given variable. For an expression A € PS,
we will use the convention that the various components of the expression are labeled as follows.

A=say (~1)]04) (L4l
Va

Furthermore, we will call A : |[I4| — |O4|, the signature of A. All path sums will have an interpretation as
a linear operator in the following way by computing the sum over the variables V4 as they range in Fs. In
particular for |Va| =k, [I4] =n, and |O4| = m we may view Pa, I4,04 as functions on v € F§ where
Py:F5 - T,
I :FE S F2

Oa:FE = F

respectively, the corresponding linear operator is eval(A) : C*" — C2" defined by

eval(4) =54 Y _ (1) 04(v)) (La(v)] (2)

vE]F’g

As path sums correspond to symbolic representations of linear operators, we can define composition and
the tensor product of path sum expressions in the following way.

Definition 5 (Composition, Tensor product, Identity, Zero, Adjoint). Without loss of generality we assume
in the following that for any A, B € PS that Var(A) N Var(B) = 0, and that y; ¢ Var(A) U Var(B) for any
i. We define

1. for A:m —n, B:k—m € PS, composition AoB:k—n

AoB = SASB Z (_1)PA+PB+Z£11 yi(OB,i+1a,i) |OA> <IB‘

m
VaUVBU{Y1,.-sYm }



2. for A:m —n,B:k—1¢& PS the tensor product AQ B:m+k—n+1

A@B=sasp » _ (=1)"7510,0p) (I4Is]
VaUVp

3. for each n € Z>q the identity, I,

I, = Z (=D)% g1, ) Y1y U]

{y1,-yn}

4. for each m,n € Zx>( the zero, Oy, ,, with signature m — n.

O =03 _(=1)°10,...,0)(0,....,0|
0 —_— =

n m
5. for A:m — n € PS8 the adjoint AT :n —m

A = 53 3 (~1)7 1) (Ol
Va

The composition, tensor products, and adjoint on path sums can be seen to be sound with respect to
eval, in the sense that for arbitrary A, B € PS

eval(A ® B) = eval(A) ® eval(B)
eval(A o B) = eval(A) o eval(B)
eval(AT) = eval(A)T

whenever they are well-defined with respect to their signatures. Indeed, for composition notice that the
term y;(Op,; + Ia,;) asserts that Op; = I4; for all i, since whenever Op; + I4,; = 1, summing over y;
destructively interferes, and constructively interferes when Op; + I4,; = 0. Note also that a sum over the
empty set corresponds to the absence of a sum, i.e.

eval(s z:(—l)c |d1,...,dn) (b1, ..., bm]) = s(=1)°|d1,...,dn) (b1,...,bn]
0

where ¢,d;,b; € F,. Having equipped path sums with identities and parallel and sequential composition,
we may interpret circuits C € (G,I,®,-) over a gate set G by giving an interpretation of the gates in G.
Given a mapping [-] : G — PS such that for g € G with signatures g : m — n we say that [-] is well-formed
if [g] : m — n, ie. the signatures of [¢g] match. We extend well-formed interpretations [-] to circuits
C € (G,I,®,-) in the obvious way:

[[In]] =1,

[9] = 4]
[92 - 1] = [g92] o [91]
91 ® g2] = [g1] @ [g2]

Given linear operators U, : C2" — C2" for each g : m — n € G, if eval([g]) = U, for every g € G, it
follows that eval([C]) = Ue for any circuit C over the gate set G — that is, [C] is a sound interpretation



of C'. We define a sound interpretation of G = {H, X, SWAP,Z,CZ,--- ,C(m)Z} in PS as follows

1
[H] = 7 > (D)™ y) (e

{z,y}
[X] =3 Ja+ 1) (a]
{z}
[Cmz]= S (DTS o2, y) (e syl
{Ilvnxnuy}
[SWAP] = > |y, z) (x,y|
{z.y}

Proposition 2. Let G = {H, X,SWAP,Z,CZ,--- ,C("”)Z} for some fixred m. Any circuit C over G, [C]
can be computed in time and has size polynomial in the volume |C| of C. Furthermore, [C] has at most
O(|C|) variables.

Proof. Let C have n qubit lines and k gates, and notice that the size of any path sum expression A € PS
over G is at most polynomial in |V4]|. Indeed, the boolean polynomials of A have degree at most m + 1.
Then the number of terms of a polynomial in F3[V4]/Iy, of degree < m + 1 is bounded by

(l‘g“|> + ('Vf‘l) Foot (J:ﬁ"l) = O(|Va™)

which bounds the size of A by O(n|Va|™*1). Each composition C' = A o B has number of variables |V¢| =
[Val+|VEB|+ O(n) while tensor products preserve the number of variables. Thus at the end of the procedure
we have applied at most k compositions introducing at most O(kn) new variables. Since each g € G has at
most m + 1 variables, we have variable count of the final expression of < O(kn) 4 (m + 1)k = O(kn) giving
a final size of

O(n(kn)"™*1)

which takes time k- O(n(kn)™*1) = O((kn)™*2) for computing < k intermediate expressions. O

3.1 Affine equivalence of path sums

A simple observation of path sum evaluation [2freveals that for an invertible affine map M : F5 — F5, the
evaluation of A is preserved by a transformation Mv on the points v € F§

eval(A) = s Z (=1)PaBI) 10 4 (Mw)) (Ia(Mv)] (3)

velF’g

since the sum is commutative and M is invertible. However, we can also choose to view the transformation
of points instead as a transformation on the polynomials of our path sum A, which is to say a transformation
of path sum A yielding path sum B with components such that

When Mv = Lv + b is the representation of M where L is linear map and b € F% is a translation, this is
achieved by a isomorphism on the polynomials of A which sends v; — L;v 4+ b; where L;, b; are the i-th rows
of L, b respectively.



Viewed in this way, path sums which only differ by an affine translation of the evaluation points v € F%
can be captured by a ring isomorphism applied uniformly on all constituent polynomials of the expression.
The observation shows that we need only consider degree-preserving isomorphisms ¢ which is to say the
total degree deg(¢(v)) = 1 for all v € V. In order to be precise about what degree-preserving means in the
context of boolean rings Fo[V]/Iy in which the polynomials of our path sums reside, we will make use of a
functor which will allow us carry over the these notions which are defined unambiguously in Fy[V].

For a homomorphism ¢ : Fy[V] — Fy[W] which is degree-nonincreasing, that is, the total degree
deg(¢(v)) < 1 for all indeterminates v € V, ¢ induces a unique homomorphism ¢’ : Fo[V]/Iyy — Fo[W]/Iw
as described in the following diagram which preserves composition, identities and inverses.

FolV]—— 2 T [W]
n . (4)
Fo[V]/Ty--Fa[ W/ T

In an abuse of notation we will refer to both ¢ and the uniquely induced ¢’ as simply ¢. With these technical
considerations out of the way, we can now formally define affine transformations of path sums.

Definition 6 (Affine Transformation of Path Sums). Let A € PS be an arbitrary expression, and ¢ :
Fa[Va] — Fo[W] be a degree-preserving ring isomorphism such that |Va| = |W|. We denote by ¢(A) the
affine transformation of A by ¢ defined by

$(A) =54 ) (=)D [$(0.)) (#(1a)]
w

where ¢(Oa) = (¢(Oa,1), ..., ¢(Oam)) and likewise for ¢(14).

In this work, we are concerned with path sums where all relevant polynomials are over Fy. However affine
transformations can be extended to more elaborate path sums, by a boolean lifting described in [3]. For
instance, for the Clifford path sums in [32], where path sums had the form

sy HmEP PR o) (1. (5)
\%

where P*) ¢ T, [V'] is a boolean polynomial limited to degree at most k, we see that an affine transformation
preserves the form As shown for linear substitutions in [3], this is a consequence of the fact that more
generally for fixed m, affine transformations preserve expressions of the form
im(<l pO) .1 plm—k) L 1pm=1)
52621 (g PO+t 5 P 443 P )|O><I|.
%
And thus a bound on the time complexity of evaluating the path sum based on the degrees of the polynomials

involved hold for the entire equivalence class of expressions that differ only by an affine transformation.
It will often be necessary to refer to the variables of a polynomial which we define formally as follows.

Definition 7. Let K be a field and f € K[V]. Then Var(f) is defined as the minimal subset V.C 'V such
that f € K[V]. If f1,..., fn are polynomials (in potentially different polynomial rings), we define

Var(fi,..., fn) = U Var(f;).
i=1

Although many of our Lemmas will be stated in general for affine transformations, the main result of this
work will be with respect to a simpler notion of equivalence which will correspond to when L of Mv = Lv+b



is a permutation matrix. This can be thought of as renaming variables, potentially with an affine translation
by a scalar, and can be restated in terms of polynomial isomorphisms. Whenever a degree-nonincreasing
homomorphism ¢ : Fo[V] — Fo[W] is such that [Var(¢(v))| < 1, for all indeterminates v € V', we say that ¢
is simple.

Definition 8 (Simple Transformation of Path Sums). Let A € PS be an arbitrary expression, and ¢ :
Fy[Va] — Fo[W] be a simple degree-preserving isomorphism such that |V4| = |W|. Then we call ¢p(A) the
simple transformation of A by ¢.

We will make frequent use of the fact that for a simple transformation ¢(A) = B, for any = € V4, the
restriction of the domain of ¢ to Fo[V4 \ {«}] has image contained in Fo[Vp \ {z}] for some z € V. Simple
transformations naturally yield the equivalence relation ~ which we will use throughout this work.

Definition 9 (Simple Equivalence). For A, B € PS, we say that A ~ B if and only if there exists a simple
transformation ¢ such that $(A) = B.

Simple equivalence is comparable to a-equivalence in symbolic logic, with an additional equivalence made
between a sum over a variable x € F5 and the sum over its negation 1 + x € Fy, and in this sense can be
thought of as an internal equivalence of path sums.

3.2 Rewrite rules

Having interpreted a circuit C' as a path sum [C] € PS, simulation will be done by simplifying [C] by a
rewrite system — which is formally a binary relation on PS. If simple equivalence, or more generally affine
equivalence is internal, we can consider rewrites as external equivalence of path sums due to interference.

Rewrite systems for path sums have been studied in [3H51/32,33]. In [3], a rewrite system which was com-
plete for deciding equivalence of Clifford path sums was given, and later extended to a complete equational
theory in [32]. Further, [33] gave a complete rewrite system for the Boolean fragment we consider in this
paper. The following rewrite system corresponds to a subset of the Clifford-complete system of [32] restricted
to Boolean path sums. For a variable v € V and f € Fo[V], we will denote by [v + f] the substitution of v
with f.

Definition 10 (Rewrite System). Let — be a binary relation on PS which is the union of binary relations
—elim> —2, —hh defined below.

1. Whenever x ¢ Var(P,0,1),

s (DT 10) (| —erim 25 D> (=1)7]0) (1] (Elim)

\%4 V\{z}
2. Whenever z ¢ Var(R,0,I)

SZ D0 (I —. 0 (=1)°]0,...,0) (0, ..., 0] (Z)

0
3. Whenever x ¢ Var(R,0,I),y ¢ Var(Q) and |Var(Q)| < 1
SZ FERQERNO) (1] —sn [ s D (DF|O)(I] | [y + Q)] (HH)
V\{z}
We will call the variable x in the precondition for the HH rule, the pivot variable. Like in the case of

affine transformations of path sums which were essentially polynomial isomorphisms, we can view the [Z]rule
and [HH]rules as inducing polynomial homomorphisms. Indeed, the [Z] rule induces the zero homomorphism
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F3[V] — F2 which sends everything to zero. Likewise, the rule induces a substitution homomorphism
Fy[V] — Fo[V \ {z}]. While previous rewrite systems the HH rule had no restriction on the structure of @,
here we restrict [Var(Q)| < 1 so that the substitution [y < Q] is simple. We can think of this restriction
going hand-in-hand with chosen notion of simple equivalence. That is, if we were to trade the restriction
[Var(Q)| < 1 with deg(Q) < 1, then we would naturally arrive at affine equivalence rather than simple
equivalence, whereby two path sums are equivalent if they are related by an affine transformation. Simple
homomorphisms are desirable as for any polynomial P, not only is the substitution Ply + Q] degree-
preserving, but also preserves the number of variables Var(P). As a method of simplifying path sums, the
restriction to simple HH avoids complications where an affine HH may obstruct subsequent rule applications
by introducing variables into Var(R,O,I) which are inessential. The following example illustrates this
complication of allowing deg(Q) < 1, as it relates to presentations of polynomials. The presence of both z, w
in the second path sum can be seen to be inessential, in that there exists an affine transformation such that
the polynomials are presented with fewer variables, for instance the transformation which sends z — z + w.

Example 3. Let —p,;, have the restriction on Q that deg(Q) < 1. Then A = ﬁ Z{w,m’y’z}(—l)”(y‘*‘z"’wﬂy ly)
rewrites to

A “hh s Z )Y ly)

V2 i

A—)hh Z z+w |z+w>

{w7y7z}

where the results of the rewrites are related by an affine transformation but not a simple transformation.
Furthermore, the first path sum admits two eliminations while the second admits only one.

Since the RHS of the Z rule is identical for all path sums of the same signature, we will denote it A —, 0.
We will let = be the transitive reflexive closure of — throughout. A property of interest for rewrite systems
is whether each rewrite sequence is of finite length which guarantees the existence of normal forms (not
necessarily unique) which are expressions that do not admit any rewrite.

Definition 11 (Noetherian). A rewrite system — is noetherian iff there is no infinite sequence xq1 — -+ - —
xn _> “ e

Lemma 4. The rewrite system of definition s noetherian
Proof. Trivial since each rewrite rule removes at least one variable. O

Corollary 5. A rewrite sequence Ay — Ay — ... = A; has length at most polynomial in the number of
variables |V| of Ap.

The above actually shows that the rewrite system is bounded according the definitions given in [16],
which is to say for every given path sum A, all rewrite sequences starting from A are at most some finite
length.

3.3 Simulation

At this point, we can already state a general simulation algorithm for circuits C over gate set G. For a circuit
C implementing a unitary U, we consider the task of strong simulation — given computational basis states
|z), |y), compute the output amplitude (y| U |z) whose magnitude squared is the probability of observing |y)
on input |z).

11



Algorithm 1 PS strong simulation for quantum algorithms
Require: n-qubit Circuit C' over the gate set G and strings z,y € F5
f <— <ylay27~-~7yn| o [[C ﬂ o |.’L‘17$2,...,$n>
while f — f’ do
fef
end while
return eval(f)

Hidden shift circuits are deterministic circuits and strong simulation would still require 2" many bitstrings
y to simulate via the strong simulation algorithm [I] by search all bitstrings for the unique bitstring that
returns amplitude 1. More generally for quantum algorithms with measurement on a subset of qubits,
strong simulation is also not sufficient to simulate their outputs as in general, one must compute all of the
marginal probabilities by algorithm [II We can modify algorithm [If to accommodate these scenarios where
measurement occurs on one qubit by the following, and can easily be extended for subsets of qubits. We
note that unlike algorithm [I} algorithm 2] returns a probability.

Algorithm 2 PS 1-qubit measurement simulation for quantum algorithms

Require: n-qubit Circuit C over the gate set G, string x € F} and measurement index ¢ € [n]
g <— [[C ﬂ ¢} |$1,l‘2,...,$n>
f A gT o (Ii—l ® |1> <1| ® In—i) °g
while f — f’ do
fet
end while
return eval(f)

We note that when post-selection in circuits is allowed by use of projectors, then algorithm [2] is just a
strong simulation on a circuit of the form C' = UTPU with projector P and input strings = = y. We also
note that for a uniform family of circuits {C,,} deciding a language in BQP, a classical algorithm deciding
the same language amounts to accepting input z € F3 iff algorithm [2| outputs a value > 2/3 on input C,,
and z. Algorithms [I] and [2] always succeed, but in the worst case take exponential time in the volume of the
circuit, and so subsequent sections will develop sufficient conditions for when these algorithms are efficient.

4 Confluent Rewriting for Path Sums

Having armed ourselves with the a ring theoretic view of path sums, we are in a position to prove confluence
of our rewrite system. The property of confluence as seen in Figure [I] can be intuitively understood as the
property that “all roads lead to Rome”. It is desirable as we don’t ever need to backtrack while simplifying
our expression and coupled with the noetherian property of a rewrite system, we are guaranteed unique
normal forms so that our motto then becomes “all roads lead to Rome in finite time’. It is readily seen that
all of our rewrites are can be identified and applied in polynomial time and since we’ve seen already that
any rewrite sequence terminates in polynomially many steps, this further improves our motto to

“all roads lead to Rome in polynomial time”

or more accurately, “all rewrites lead to a unique normal form in polynomial time”. The rewrite system
of [33] was not confluent and only complete when the rewrite system was made into an equational theory
after taking the symmetric closure. We will show that the rewrite system is confluent modulo simple
equivalence. Confluence modulo an equivalence relation has the formal following definition.

Definition 12 (Confluence Modulo ~). If ~ is an equivalence relation, then a rewrite system — is confluent

modulo ~ iff for all A, B such that A ~ B, and for any C, D such that A = C,B 5 D, there exists C', D'
with C" ~ D" and C = C',D = D'.
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Figure 1: Confluence Modulo ~ of Definition
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Figure 2: a and f properties of Definition [I3]

A A~ B
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Definition is summarized by Figure[l} In the case of noetherian relations which we have by Lemma [4]
we can consider a simpler characterization called local confluence modulo ~.

Definition 13 (Local Confluence Modulo ~). A rewrite system — is locally confluent modulo ~ iff
conditions o and B are satisfied:

a:VABC A—BAA—C — B|C
B8:YVABC A~BAA—C — B|C

where B | C denotes the existence of B',C" such that B~ B', C' = C" and B' ~ C".

Lemma 6 ( [16], Lemma 2.7). Let — be a noetherian relation. For any equivalence ~, — is confluent
modulo ~ iff — is locally confluent modulo ~.

We will show that each rewrite rule satisfies both the « and § properties. The key to proving confluence
will be the universal property of the quotient for polynomial rings — seemingly different choices of the
application of rewrite rules will correspond to different representations of polynomials modulo a common
kernel. The universal property of the quotient will guarantee that the outcomes are related by an affine
transformation in general, and in the case of the rewrites of Definition[I0] related by a simple transformation.
We will start by proving the 8 property for cases {—cjim, —-}, then we’ll show how the universal property
of the quotient connects to path sums to prove the [ property for —,5,. Finally we’ll borrow further ideas
from ring theory to consider what can be said of sequences of —;, and finish by giving a relatively succinct
proof of « property.
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Lemma 7. The rule satisfies property 8 of Definition [13

Proof. Let x be the variable eliminated from A to produce A’, and ¢(A) = B. By the definition of simple
equivalence it follows that the restriction of the domain of ¢ to Fa[V4 \ {z}] has image in Fo[Vp \ {z}] for
some z € Vg, so that ¢ with this restriction is

¢": Fao[Va\ {z}] = Fo[Vp \ {2}]
Thus z ¢ Var(Pp,Op,Ip) and z can be eliminated from B yielding B’. Tt follows that ¢’ with exactly this
restriction is the simple transformation such that ¢'(A’) = B’. O
Lemma 8. The [Z rule of satisfies property 8 of Definition [13
Proof. Let ¢ be a simple transformation of path sums and A, B € PS with ¢(A) = B, and let A admit an
application of the Z rule A — A’ = 0 with

A= 52 3~ R(0,4) (Ll
Va

Then ¢(x) = z + ¢ for some z € Vg, c € Fq, and it follows that

B=s,4 Z(—UHCW(R) [9(04)) (¢(1a)]
Va

and z ¢ Var(é(R),#(04a),d(1a)). Thus B satisfies the precondition for the Z rule, and can be thus be
rewritten to exactly A’ = 0. O

The B property for the HH rule will follow from the fact that the substitution induced satisfies the
universal property for quotients for the relevant rings. Recall the definition of the universal property of the
quotient in the category of rings. Let R be a ring and I C R be an ideal, then the pair (m, S) where S is
aring, and 7 : R — S a ring homomorphism satisfies the universal property of the quotient for I if for all
1 : R — T such that kery O I, there exists a unique ¢ : S — T such that ¢y = ¢ o 7.

Lemma 9. LetV be a set of indeterminates containing z, and let Q € Fo[V \ {z}] with deg(Q) < 1. Then
the substitution homomorphism ¢ : Fo[V] — Fo[V \ {x}] defined by
p:r—Q

has the universal property of the quotient 7 : Fo[V] — Fa[V]/(x + Q). Furthermore, whenever ¢' : Fo[V] —
Fy[W] is a degree-nonincreasing surjective homomorphism with ker(¢') = (x4+Q), the isomorphism ¢ induced
in the following diagram is degree-preserving. If in addition, ¢' is simple then 1) is simple.

F(V] L[V {z}]

2w (6)
o [W]
Proof. Since ker(¢) = (z + @), by the first isomorphism theorem for rings there is a unique isomorphism
Fao[V]/(x + Q) 2 Fa[V \ {z}], which gives the desired universal property.
Now, suppose that ¢’ : Fo[V] — Fo[W] is degree-nonincreasing and ker(¢’) = (z + Q). We notice that
for f € Fo[V], with deg(f) =1 for ¢ € Fy,

fHE+Q)=c+(@+Q) < o(f)=c = ¢'(f)=c

so that deg(o(f)) = 0 iff deg(¢'(f)) = 0. Since ¥ sends ¢(f) to ¢'(f), and all degree 1 polynomials of
Fo[V \ {z}] are in the image of degree 1 polynomials of Fo[V] under ¢, it follows that v is degree preserving.
In addition, let ¢" be simple. Then for all v € V'\ {z}, ¥ sends ¢(v) = v to ¢'(v) which by assumption

must have |Var(¢'(v))| = 1, and so # is simple.
O
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By diagram [6] which gives the universal property and conclusions on the induced isomorphisms in
Lemma [0} we can make statements about the equivalence of path sums. For example, consider Q = y+Q; =
w + Q2 where deg(Q) =1, y ¢ Var(Q1), and w ¢ Var(Q2), and let

_SAZ a:Q+R|O Y (I

satisfy the precondition of the HH rule. Then by choice of either ¢ = [y + Q1] or ¢’ = [w + Q2] we have
two different HH rewrites A — By and A — By respectively. However, by Lemma [J] we see that there exists
an affine transformation ¢ such that ¢(By) = Ba. And furthermore, if [Var(Q)| < 2 then ¢, ¢’ are simple
and thus so is ¢, and we have that By ~ Bs under our definition of equivalence. In particular this implies
that the choice of target variable in the HH rule yield unique path sums up to simple equivalence. As a
consequence, we will abuse notation to write [@ <« 0] for a degree 1 polynomial @ to mean [y « Q'] for any
variable y € Var(Q), Q =y + Q’.

Lemma 10. Let A € PS have the form consistent with the precondition of the[HH rule, and let A —pj, A’
where deg(Q) = 1.

_ SAZ xQ+R|O < ‘
=54 Z DHT0[Q « 0]) (11Q « 0]
Va\{z}

Suppose ¢ is an affine transformation of A such that B = ¢(A) admits an application of the rule yielding

T=sa Y (—1)PERQ@I6(0)[0(Q) « 0)) (H(1)[G(Q) « 0]
Ve\{z}

If p(F2[Va \ {z}]) C Fa[Vs \ {z}], then there exists an affine transformation ¢ such that Y(A") = B'. In
addition if [Q < 0] and ¢ are simple, then 1 is simple.

Proof. Letting ¢ : Fo[V4 \ {z}] — F2[Vs \ {z}] be the restriction of ¢, since x ¢ Var(Q, R, O, I), it follows
that

T=sa Y (F)POR@T16(0)]¢'(Q) + 0]) (¢ (1)[¢(Q) « 0]
Va\{z}

By the universal property [9of [Q < 0] we have that the affine transformation ¢ induces an affine transfor-
mation v such that the following diagram commutes.

[Q<-0]

Fa[Var] Fo[Varl/(Q)
" v
EallVi PV /(@)

Where F2[V4/]/(Q) and Fa[Vp:]/(¢'(Q)) are understood as the codomain of the substitution homomorphism
for arbitrary choice of variable as in Lemma[9] Furthermore if ¢, and [ + 0] are simple, then [¢/(Q) + 0]
is simple and by Lemma [9] it follows that ¢ is simple. O

Corollary 11.  The [HH rule of satisfies property 3 of Definition[13
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Proof. Let B = ¢(A) where ¢ is a simple transformation. Then ¢(z) = z + ¢, for some z € Vg, ¢ € Fy, and

B=s4 Z(_l)z¢(Q)+c¢(Q)+¢(R) |6(0)) (p(1)]
Vi

admits an HH rewrite of the form required by Lemma Specifically, the rewrite with pivot variable z
yielding the homomorphism [¢(Q) «+ 0]. O

Finally to prove the « property, we will further borrow from ring theory to consider the case of a
sequence of — . To this end, recall the following which is a consequence of the third isomorphism theorem
for rings. For a ring R with ideals I,J C R, let m : R — R/I be the quotient homomorphism. Then
w(J)=n(I+J)=(+J)/I is an ideal of R/I and

R/I  R/I _ R
nJ) (I+J)/ I I+J

(7)

which says that if p : R/I — f(—/f) is again the quotient homomorphism, then po 7 has the universal property

of the quotient with respect to ideal I+ J={i+j | i€ l,j € J}.

Since we’ve seen that the substitution homomorphism [Q < 0] can be identified with 7 for I = (Q) up to
an affine equivalence, we see that this allows for the universal property to extend to a sequence of multiple
rewrites. To see how this applies to substitution homomorphisms, consider the following which in particular
implies that for degree 1 polynomials Q1, Q2, we have Q1[Q2 + 0] = ¢ iff Q2[Q1 «+ 0] = c.

Lemma 12. Let Q1,Q2 € Fo[V] be polynomials such that deg(Q1) = deg(Q2) = 1. Then for ¢ € Fy,

Q1[Q2 + 0l =ciff Q1+ Q2 =c.

Proof. In Appendix [A] O
Now let Q1, Q2 € Fa[V] such that deg(Q1+Q2) = 1, so that Q4 = Q2[Q1 « 0] has degree 1 by the above.

Then letting V" C V' C V be the variable sets with the target variables of [Q% + 0],[Q1 <« 0] removed
respectively, we have a composition of homomorphisms

[Q1+-0]

Fy[V] Fo [V 220

F2 [V//]
By Lemma [J] and Equation [7] we have that

]FQ[V”] ~ ]FZ[V'] ~ F2[V]/(Q1) ~ ]FQ[V]

(Q3) (m(Q2)) (Q1,Q2)

where 7 : Fo[V] — F2[V]/(Q1) is the quotient map. Thus the homomorphism

¢ =[Q1 < 0][Q3 < 0]
satisfies the universal property of the quotient Fo[V] — (gf [g]z). Furthermore, the same consequences about
the induced isomorphism 1 of diagram [f] follow, by the same proof as Lemma [0 This observation about
chaining homomorphisms can be extended further, and in particular guarantee affine or simple equivalence
of path sums which are results of different sequences of —,;, so long as they have the same kernel.

Lemma 13. The rewrite system — of Definition[I0 on PS satisfies the o property.

Proof. Let A — B and A — C as in top two arrows in the alpha property in Figure 2] We consider cases of
each rewrite in {—¢iim, —hn, — -} and by symmetry need only consider each unordered pair. Whenever one
of the rewrites is —¢j;m, we can trivially obtain a common D € PS, since variable elimination and all other
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rewrites commute. So we consider only the pairs of rewrites taken from {—p;, —.}. The case when both
A—, B, A—, Cistrivial as B = C = 0. So we show the remaining two cases.

case 1. A —, B and A —p, C.
Let = be the pivot variable for A —; C, and z be the variable of A as in z in the LHS for A —, B = 0.
Then z and z must be distinct variables and z ¢ Var(Q) where A, C' have general forms

A=) (1) 0,) (14
Va

C= Y (~)EFRRDI0LQ « 0) (14[Q « 0]]
Va\{=z}

Where z, 2z ¢ Var(Q, R,04,14). Then C rewrites to B = 0 by an application of — .

case 2. A —p, B and A —y), C.
We distinguish cases on the “pivot” variable = as in the HH rule of Definition We let z,w be the
“pivot” variables for A — B and A — C respectively. This is to say that A can be expressed in two forms,

A=say (F1)"9HO0L) (Ls] = 54 Y (—1)%T72 |04) (L]
VA VA

both satisfying the precondition of the HH rule.

If £ = w, then we have that Q1 = @2 so that both A — B, and A — C induce substitution homomorphism
[Q1 « 0], which by Lemma|§|7 implies that B ~ C.

Now suppose that x # w. We notice that € Var(Q2) < w € Var(Q1) since both sides imply that
zw is a term of P4. Consider the case where z ¢ Var(Qs2). It follows that A must have the general form

A=sa) (-1 Qw0 ) (I,
Va

where z,w ¢ Var(Q1,Q2, R,04,14). Tt follows that B, C have forms
B=sa Yy (~1) SO 04[Q) « 0]) (I4[@1 ¢ 0]]
Va\{z}

C=sa Y, (1) HLN10,4[Qs  0) (1aQ2 + O]
Va\{w}

where Q) = Q2[Q1 + 0] and Q) = Q1[Q2 + 0]. By Lemma it follows that for ¢ € s,
Q=c+ Qi=c = Q@+Qi=c

Thus if Q4 = 0, then Q) = 0 and Q1 = Q2, so B ~ C by simply mapping w — z. If Q4 = 1, then Q] = 1 and
both B, C rewrite to 0 by —,. So we are left with the case that deg(Q5) = deg(Q}) = 1. Since |[Var(Q1)| <
2, |Var(Q2)] < 2, and [Q2 < 0], [Q1 < 0] are simple, it follows that [Var(Q})| < 2, |Var(Q%)| < 2. Thus B
and C rewrite to B’ and C’ respectively

B'=|sa Y (=1D)"0a)Tal | Q1 0][@Qh « 0]
Va\{z,w}

C'=|sa Y. (=D0a)Tal | Q2+ 0][Q} « 0]
Va\{z,w}

Since both ¢1 = [Q1 + 0][Q% + 0], d2 = [Q2 + 0][Q} < 0] have the same kernel (Q1,Q2), it follows that
B',C" are affinely related by some ¢(B’) = C’, and furthermore ¢ is simple since both ¢1, ¢ are simple.

17



To finish the proof, we consider lastly when z € Var(Qz). It follows that A has the general form

A=s5y4 Z(_l)inerQ/erwarR ‘OA> <IA|
Va

where z,w ¢ Var(Qy, Q%5 R,04,14). Then by Lemma @ up to a simple equivalence, we can let A — B,
A — C induce [w + Q}], [z < Q] respectively. Thus we have

B~ sa Z (_1)Q/1le+R |OA> <IA| C ~sa Z (_1)Q’1QQ+R |OA> <IA|
Va\{z} Va\{w}
where the RHS of each equivalence are equivalent by the isomorphism which sends w +— . O

Combining with Lemmas we have the following theorem.

Theorem 14. The rewrite system — of Definition [I0] on PS is confluent modulo simple equivalence ~.

5 Polynomial-Time Simulation of Hidden Shift Circuits

Having shown that a circuit C over gate set G = {H, X, SWAP,Z, CZ,--- ,C(m)Z} can be interpreted as
a path sum [C] in polynomial time in the volume of C, and that the rewrite system — to simplify [C] is
confluent, it remains to determine how confluence of the rewrite system affects the time complexity of
the simplification and evaluation steps of algorithm [I} From Corollary [5] we have on input circuit C, that
the number of rewrites is bounded by poly(|C|) where |C| is the volume of circuit C. Since each rewrite
takes time at most poly(|C|) to identify and apply by a linear scan of the path sum expression, it follows
that simplification to a normal form — and hence the loop in [I|— terminates in poly(|C|) time. Thus for the
algorithm to be efficient, it is sufficient for the final evaluation to be polynomial time. This is achieved when
the path sum [C] can be simplified to a path sum of sufficiently few variables. As the preceding discussion
suggests, the notion of efficiency for a family of circuits will be polynomial-time in the volume of each circuit.

Lemma 15. Let C be a family of circuits over G. For circuit C € C with signature n — I, x € F3, and
y € Fy, if (y| o [C] o |z) = A such that |Va| = O(log|C|), then algom'thm outputs (y| C'|z) in polynomial
time.

Proof. Construction of [C] takes time and has size O(|C|™*2). For at most O(|C|™%2) times, rewrites are
applied which each take O(|C|™*2) time. After rewriting to a normal form A’ which is A’ ~ A, we have
evaluation on 200°8I€D points. Let [Va| = |Va| < dlog|C| asymptotically. Then we have at most |C|
points, each polynomial evaluation takes O(|Va|™*!) time. So the total time for evaluating A’ is

[ClPO([Va|™ ™) = O(|C|™+ )
The time complexity for algorithm is then
O(CP™) + O(|C|™+41) = O(CP+)
O

To state a similar result for algorithm [2| it will be useful to state a lemma relating rewrites and path
sum compositions and tensor products.

Lemma 16. Let A, B € PS8, be path sums such that A A’ and B < B’. Then
AoB S5 A oB
A®BS5 A @B
AT S A

where < is the reflexive closure of —, and A o B is well-defined.
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Proof. In Appendix [C] O

Lemma 17. Let C be a family of circuits over G. For circuit C € C onn qubits, and x € Fy, if [Co|z) = A
such that |Va| = O(log|C|), then for alli € [n], algorithm[d terminates in polynomial time on input (C,z, ).

Proof. Without loss of generality let ¢ = 1. The path sum ¢ in algorithm [2] is constructed in time and has
size O(|C|™*2). Then path sum f of the algorithm has size at most
20(|C"*2) + O(n) = O(|C|"*?)

thus simplification of f consists of at most O(]C|™*2) rewrites each taking O(|C|™%2) time, which takes
time O(|C|>"+4). By assumption g = A such that [V4| = O(log|C|) so that |V4| < dlog|C| asymptotically
for some constant d. It follows by Lemma at gt = A' which has the same number of variables as A.
Let B = A to simplify notation. By Lemma [16] it follows that for path sum f of the algorithm

foBo(1) (@) 0A

— Bo ‘;% Z (71)PA+Z(1+OA,1)+Zyi(mi+oA,i) 1’1:2"”735”>
VAU{$2;~-7$7L}
U{z,y2,0 0 yn }

430%‘ 3 (~1)PATEIFOAD L O, O )
VAU{Z}

_ 5BSA Z (_1)PA+z(1+oA,1)+PB+w(1+IB,1)s+Zyi(IB,i+0A,7a) (|

n+1
2 VAUVBU{Z}

U{w,y2,.,Yn }

where [Var(Ip; +O4,)| < 2fori=2,...,n so that either an HH, Elim, or Z rule can be applied to remove
each y;. Thus we have that f = C such that Vo = VaUVU{w, 2}, so that |Vg| < 2dlog|C|+2 = O(log|C|).
Let |Ve| < d'log|C| asymptotically. Then after the simplification loop of the algorithm, f ~ C' and so it has
the same number of variables. Thus evaluation occurs on at most 24 108/Cl = |C |d/ points for a polynomial
with at most O(|Vo|™ ") terms. Each term takes m multiplications which is a constant, so that evaluation
takes

CITO(Ve|™ ) = o(c|” o)™+t = o(je )
Thus, algorithm [2| terminates in time
O(ICIP™H) + O(|C™ 1) = O(|CPr i+
O

Finally we prove our main result, that the family of hidden shift circuits C, 4 ) for Roetteler’s shifted
bent function algorithm is polynomial-time simulable via rewrites of its path sum. For a hidden shift circuit
Clr,g.5), its classical simulation amounts to applying algorithm [2]on

(Clr.g.):0:)

for each ¢ € [n] to build the shift s. To prove that Algorithm [2simulates hidden shift circuits efficiently, by
Lemma |17} it suffices to prove that [C(, 4.5]©|00...0) simplifies to sufficiently few variables. In the following
proposition, we will see that in fact, all variables can be removed by virtue of the proof of correctness seen
in section[2} This is to say that that the proof of correctness can essentially be reproduced formally with the
rewrite system —. Then by confluence of the rewrite system —, algorithm [2] is guaranteed to sufficiently
simplify the corresponding path sum by applying rewrites in an structure-oblivious manner, to yield the i-th
bit of the shift in polynomial time.
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Proposition 18.  Given a hidden shift circuit C(, 4 ), the path sum [Cir g.5]©100...0) can be computed
and has size polynomial in the volume |C(r 45| of C(r g.s). Furthermore with the rewrite system — of

Definition
[Crg.5)] 0100...0) 5 |s)

Proof. We first note that through at most |C, 4 )| applications of —j, the path sum [C] o [00...0) may

be re-written to the form )

= Z (_1)g(w)+<w,y>+?(y)+<y72> |2)
2 n

Z,Y,z

as in the proof of correctness in section [2| where the phase polynomial is explicitly expanded to algebraic
normal form. Now it can be observed that the proof of correctness given in section [2| follows from 3n
applications of —pp: the first sequence of n rewrites pivots on variables of x; giving the simple substitutions
[y1 + @(x2) + m(s2)], while the remaining 2n independent rewrites correspond to pivots yo and zo with
substitutions [zo < s2] and [z1 < s1] Since the proof ends in |s1, s2) = |s), we have the desired result. [

Proposition ensures the existence of a rewrite sequence resulting in a path sum of sufficiently few
variables. Thus by applying Lemma [I7, we can now derive the main result of our paper, namely that
hidden shift circuits are simulated by Algorithm [2]in polynomial time.

Corollary 19. Let C = {C(r 4.5} be the hidden shift circuit family of Definition @ Then for each Cr 4 6) €
C, algorithm |9 simulates C 4 5y on input [00...0) in time poly(|C( g.5)])-

Proof. By Proposition E for each C(y 4.5) € C on n qubits, we have that [C(r g.5] 0 [00...0) = |s) which
has no variables which is trivially O(log|C(r 4. ]). Thus by Lemma algorithm [2| terminates in time
O(|Cr,g.9)*™ ™). An n-fold application of algorithm [2| for each i € [n] yields the shift s, taking time

- O(|C (g, P ) = O(|Crg.6) P )

6 Conclusion

In this paper we have shown that a family of quantum circuits for Roetteler’s shifted bent function algo-
rithm which requires non-Clifford resources and is not trivially efficient to simulate can in fact be simulated
in polynomial-time using path sums. We do so by giving a rewrite system on path sums which is both
restrictive enough to prove confluence, while also powerful enough to deterministically reduce implementa-
tions of Roetteler’s algorithm to the hidden shift in a small (linear) number of steps. This rewrite system
is applied within a simulation algorithm which first simplifies a path sum to reduce the number of variables
before explicitly evaluating the sum. As simplifications of the path sums are closely related to tensor net-
work contractions, it stands to reason that our work can be seen as a type of strategy for tensor network
contraction. In this sense, a novel aspect of the work is that through confluence we show not just the
existence of (an analogue of) a contraction order which gives an efficient simulation, but that every order
with the simple restriction yields an efficient simulation. As our results apply to oracles implemented over
a gate set which necessarily produce bent functions with algebraic normal forms having polynomially-many
terms, the theoretical implications of this work appear to be limited. Moreover, as the query complexity
separation between quantum and classical solutions to the shifted bent function problem do not necessarily
translate to realistic quantum speed-up, the utility of a polynomial-time classical simulation of such circuits
is dubious. Instead, this work shows that this particular class of circuits is not a suitable benchmark for
classical simulation algorithms, a point alluded to by [10,]20]. More generally, our work suggests that the
sum-over-paths approach may yield efficient simulations of certain classes of circuits.

The effectiveness of rewriting in the context of general circuit simulation remains an interesting question.
In the worst case, our rewrite system can not simplify the path sum at all, leading to a very costly evaluation
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of the sum. It happens that nothing is lost in this case, as the resulting sum may then be decomposed into
a sum of stabilizer sums, or more generally other polynomial-time simulable sums. It remains a question for
future work to explore these decompositions in practice and benchmark them against other methods. More
generally, it remains an open question to find other rewrite systems, ideally which satisfy strong guarantees
on their time complexity to reach normal forms and determinism as the one we have developed here, which
are effective in the context of circuit simulation. One potential avenue of simulation which was alluded to
in [4] is to generalize the sum from variables to varieties over F’g, which allows the entire phase polynomial to
be deterministically absorbed into an ideal of polynomial equations. In one sense this offloads the difficulty
of simulation to the similarly difficult problem of computing Grébner bases and counting points in varieties,
and so it remains a question for future work to explore this technique.
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A Multilinear Forms and Polynomials Over I,

Here we review some facts which are relevant to multilinear polynomials. We prove a fact that a degree-
nonincreasing homomorphism between polynomial rings over Fs induce a unique ring homomorphism between
their respective boolean rings.

Lemma 20. Let ¢ : Fo[V] — F3[V] be a homomorphism. Then ¢ is degree-nonincreasing on Fa[V] iff it is
degree-nonincreasing on linear forms in Fo[V].

Proof. Forward direction is immediate. Conversely, we have that ¢ is degree-nonincreasing on all variables
v e V. Then if for f =3, ¢;VI € F3[V], let deg(f) = max{deg(V;) | c¢r # 0} so that

deg(¢(f)) < max{deg(¢(V1)) | c1 # 0}
< max{deg(Vr) | ¢r # 0}

= deg(f)
O

Lemma 21. Let ¢ : F3[V] — F3[V] be an isomorphism. Then ¢ preserves total degree on Fa[V] iff it
preserves total degree on linear forms in Fo[V].

Proof. The forward direction is clear. Suppose that ¢ preserves degree on linear forms and assume for the
moment that ¢ is linear in that for linear forms y, ¢(y) is a linear form. Then ¢ can be viewed as an invertible
linear transformation on ]FSBV. Then by Lemma ¢, and ¢! are degree-nonincreasing on F5[V], so that
¢ is degree preserving. The implication for general ¢ follows by writing ¢ = ¢’ o C for linear ¢’ and C' which
adds constants to each variable as appropriate. O

Lemma 22. Let ¢ : Fo[V] — Fo[W] be a degree-preserving homomorphism, then ¢ induces a degree preserv-
ing homomorphism ¢ : Fo[V]/Iy — Fo[W]/Iw and this association preserves composition.

Proof. Let 1) := 7o ¢ where 7 : Fo[W] — Fo[W]/Iw is the projection map. Let a be an arbitrary element of
Iy. Thena =), a;(v? —v;), where a; € Fo[V] and v; € V are indeterminates. Since ¢ is degree preserving,
o(v;) = Zj B;wj + ¢;, for some ﬂ;-, ¢; € Fy. Noticing in characteristic 2,

2

p(vi)? = Zﬁ;‘w]’ + ¢
J
=S e
J

We have

o(a) = D dla:) (9(v:)?* = o(v1))
= imai)(zj B + i =D Bw; + )
= Z¢<ai)<i B3 (wf ~ wj>>]
= Zﬁ;‘-qs(ai)j(w? —w;) € Iw
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Thus ¢ factors through Fy /Iy, inducing ¢’ as desired.

FolV]—— 2 ST [W]

]FQ[V]/IV ********** %FQ[W]/IW

By uniqueness of ¢/, it follows that compositions and inverses are preserved. O
It is a well-known fact that any polynomial ring over a unique factorization domain (UFD) is a UFD.

Lemma 23 (Pseudo Division in UFDs - pg.54 of [14]). Let D[z] be a polynomial ring over a UFD D. For
all a(x),b(x) € D[x] with b(x) # 0, there exist unique polynomials q(x),r(x) € Dlx] such that

Bla(z) = b(x)q(z) + r(x)
where deg(r(z)) < deg(b(x)), B is the leading coefficient of b(z) and | = deg(a(z)) — deg(b(x)) + 1.
Remark 24. In the case where D is a polynomial ring over Fsy, we have that 8 = 1.

Lemma Let a,b € Fo[V] be polynomials such that deg(a) = deg(b) = 1. Then for ¢ € Fy, a[b + 0] = ¢
iff a+b=c.

Proof. Let a +b = ¢ € Fa, then (a + b)[b < 0] = a[b < 0] = ¢. Conversely let a[b < 0] = ¢ € Fy and
x € Var(b) be the target variable of the substitution [b - 0]. Then by pseudo-division, we have

a=qgb+r
where x ¢ Var(r). Thus a[b < 0] = r[b < 0] = r = ¢. Since deg(a) = 1, it follows that ¢ = 1, so
a=b+r=>b+c
and a+b=c. O

In particular a[b < 0] = ¢ iff bla < 0] = c.

B Correctness of Bravyi-Gosset Construction of Hidden Shift Cir-
cuits via Circuit Equalities

We show that the implementation of Roetteler’s algorithm with = = id in [8] can be reduced to the
unique hidden shift using circuit equalities. As shown in the circuit-level proof below, the application of X*
to apply a literal shift, as in [8] (note that Z* was equivalently used in their implementation), allows the two
applications of Oy, : |z) + (—1)7(®) |z) to cancel, at which point the rest follows from basic simplifications.
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C Composition of Path Sums

We state useful lemmas relating compositions and tensor products to the rewrites of their constituent
parts. We also give two easy lemmas pertaining to the time complexity of simplification and evaluation of
path sums.

Lemma 25. Let A,B € PS be path sums and suppose A — A’. Then we have the following whenever
compositions are well-defined.

AoB =3 A'oB
A®B— A ®B
BoA—+BoA
BRA—-BA

Proof. We give the proof for the first statement when A —p; D. The rest follow similarly. Let A have the
general form of the LHS of the HH rule.

A=y (—1)"WHOTRI0,) (1]
Va
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Let A: m — n, and B : [ — m. Then we have

Ao B — SAZB Z (—1)=WHQ+R+Pe+3 2 (1a:405.4) |0 1) (I
VAUVBU{zl,...,Zm}
SAS (Ia. .
S AmB Z (—1) Bl QP+ 2i(TailyeQ1+05.4) |0, [y « Q)) (I5|
(VA\{Qf})UVBU{Zl,...,Zm}
— SDSB Z (_1)PD+PB+Z zi(Ip,i+0B.i) OD> <IB‘
VDUVBU{Zl,‘..,Zm}
=DoB
which follows from the fact that
D=ss Y (~D)f=90,) (Ii][y « Q]
Va\{=z}
O
Lemma Let A, B € P8, be path sums such that A< A’ and B 5 B'. Then
AoB s A o B
A®B— A'® B’
where < is the reflexive closure of —, and A o B is well-defined.
Proof. Immediately follows from Lemma O

Lemma 26. Let A € PS be a path sum with signature n — 1 such that all constituent polynomials are
bounded in degree by a constant m € N, then simplifying A to a normal form by — takes time

O((n 414 1)|V4|™T2)

Lemma 27. Let A € PS be a path sum with signature n — 1 such that all constituent polynomials are
bounded in degree by a constant m € N, then eval(A) is computed in time

O((n+ 1+ 1)V H12lValy

and yields a linear operator with description size O((n + 1)2/Val).
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