In this short note we show that Boolean satisfiability reduces to finding the optimal number of T gates of a quantum circuit, and hence that optimising T-count is NP-hard. We show that the same argument extends to optimising the number of Toffoli gates in a reversible classical circuit, and we furthermore find an upper bound to the T-count problem of NP$^{\text{NP}}$.

The number of T gates in a quantum circuit, known as the T-count, is an important metric for how costly it will be to implement this quantum circuit in a fault-tolerant architecture. There have hence been a multitude of results, both heuristics and optimal algorithms, for optimising the T-count of a given circuit or unitary [1, 2, 4–8, 10]. While it is known that optimising CNOT+T circuits is equivalent to Reed-Muller decoding [2] and symmetric 3-tensor factorisation [7], which are known hard problems, to our knowledge no hardness result is known for optimising the T-count of a general Clifford+T circuit. We will demonstrate here a simple argument that shows that this problem is at least NP-hard.

Let the T-COUNT problem be defined as follows: given a Clifford+T circuit implementing a unitary $U$ and integer $k$, determine whether there exists a Clifford+T circuit implementing $U$ using at most $k$ T gates. Note that the optimisation version of the problem reduces to the T-COUNT problem via a binary search running logarithmically in the length of the circuit. We can now state our main result.

**Theorem 1.** T-COUNT is NP-hard under polynomial-time Turing reductions.

We establish NP-hardness by reduction from Boolean satisfiability. Let $f : \{0, 1\}^n \to \{0, 1\}$ be some Boolean function, given as a Boolean expression. Using standard techniques we can build the classical oracle $U_f$ implementing $U_f \ket{x, y} = \ket{x, y \oplus f(x)}$. Note that $U_f$ is an $(n + 1)$-qubit quantum circuit which can be constructed as a poly$(n)$ size Clifford+T circuit (which requires potentially one borrowed ancilla). Consider then the following quantum circuit $C_f$:

\[
\begin{array}{c}
\vdots \\
C_f \\
\vdots \\
\end{array} = \begin{array}{c}
\vdots \\
U_f \\
\vdots \\
\end{array} + T
\end{array}
\]

It is straightforward to verify that $C_f$ implements the diagonal operation

\[
C_f \ket{x, y} = e^{i \frac{\pi}{4}(1 - 2y)f(x)} \ket{x, y}.
\]
Now, if $f$ is not satisfiable, then $f(\vec{x}) = 0$ for all $\vec{x}$, and hence we see that $C_f = \text{id}$. Additionally, if $f$ is satisfiable for all $\vec{x}$, then we have

$$C_f |\vec{x}, y\rangle = e^{i\frac{\pi}{4}(1-2y)} |\vec{x}, y\rangle = e^{i\frac{\pi}{4}} e^{-i\frac{\pi}{4}} |\vec{x}, y\rangle = e^{i\frac{\pi}{4}} (I_n \otimes S^\dagger) |\vec{x}, y\rangle.$$ 

So, up to global phase, $C_f$ is just an $S^\dagger$ gate in this case, and hence Clifford. In either case $C_f$ is Clifford, so that the minimal T-count of $C_f$ is zero.

Now suppose $f$ is satisfiable, but that not every input is a solution. Then there exist $\vec{z}_1$ and $\vec{z}_2$ such that $f(\vec{z}_1) = 1$ and $f(\vec{z}_2) = 0$. Then it is easy to see that

$$C_f |\vec{z}_1, 0\rangle = e^{i\frac{\pi}{4}} |\vec{z}_1, 0\rangle \quad \text{and} \quad C_f |\vec{z}_2, 0\rangle = |\vec{z}_2, 0\rangle.$$ 

We can now observe that $C_f$ is non-Clifford by considering the action of $C_f$ on the $n$-qubit Pauli $X^{\vec{z}_1 \oplus \vec{z}_2} := X^{\vec{z}_1 \oplus \vec{z}_2}_1 \otimes \ldots \otimes X^{\vec{z}_1 \oplus \vec{z}_2}_n$. In particular,

$$C_f^\dagger X^{\vec{z}_1 \oplus \vec{z}_2} C_f |\vec{z}_1, 0\rangle = e^{i\frac{\pi}{4} C_f^\dagger X^{\vec{z}_1 \oplus \vec{z}_2} C_f |\vec{z}_1, 0\rangle = e^{i\frac{\pi}{4} C_f^\dagger |\vec{z}_2, 0\rangle = e^{i\frac{\pi}{4}} |\vec{z}_2, 0\rangle,$$

and hence $C_f X^{\vec{z}_1 \oplus \vec{z}_2} C_f$ is not a member of the $n$-qubit Pauli group. By definition $C_f$ is non-Clifford and so its minimal T-count over Clifford+T is necessarily greater than 0.

To complete the reduction, given a Boolean expression $f$ build $C_f$ as above in poly time and determine whether a T-count 0 implementation exists. If the minimal T-count is greater than 0, $f$ is non-constant and hence satisfiable. If instead the minimal T-count is 0, then either $f$ is not satisfiable or it is always satisfiable. We can distinguish between these two cases by evaluating $f(0 \cdots 0)$. If $f(0 \cdots 0) = 1$, then $f$ is satisfiable, and otherwise we conclude that it must not be satisfiable.

We can use a very similar argument to the one above to show that the problem of TOFFOLI-COUNT, determining the minimal number of Toffoli gates needed to write down a classical reversible circuit (i.e. a quantum circuit consisting of NOT, CNOT and Toffoli gates), is also NP-hard. We then replace the $C_f$ of Eq. (1) by the following:

$$\begin{array}{ccc}
\vdots & \vdots & \vdots \\
C_f & & C_f \\
\vdots & \vdots & \vdots \\
\end{array}$$

Again if $f$ is not satisfiable, $C_f$ implements the identity, and if it is always satisfiable, then it implements a CNOT on the bottom two qubits. In both cases the Toffoli-count is zero. Otherwise if $f(\vec{z}_1) = 1$ and $f(\vec{z}_2) = 0$ we can check that $C_f^\dagger X^{\vec{z}_1 \oplus \vec{z}_2} C_f |\vec{z}_1, x, y, z\rangle = |\vec{z}_2, x, y, z\rangle$, so that $C_f$ is not Clifford, and hence its Toffoli count is not zero.

These arguments show that T-COUNT and its associated optimisation problem are at least NP-hard (and the same for TOFFOLI-COUNT). Let us also demonstrate a simple upper bound to the T-COUNT problem.

**Proposition 2.** The T-COUNT problem is contained in NP$^\text{NQP}$.

We first recall that determining whether two poly-size quantum circuits are exactly equal is a coNQP-complete problem [9] (non-deterministic quantum polynomial time). Note that a QMA oracle is not enough since we care about exact equality. Now to determine whether a given $n$-qubit circuit $C$ has an implementation with at most $k$ T gates, we realise first that such a circuit can be constructed using $k$ Pauli exponentials, at a cost of $O(kn)$ gates, and some Clifford circuit, containing $O(n^2/\log n)$ gates. Hence, we can
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non-deterministically choose a circuit with up to $k$ Pauli exponentials and some Clifford circuit at the end in poly-time, and then use an NQP oracle to determine whether this circuit is equal to $C$. Hence T-COUNT is in NP$^{\text{NQP}}$.

Note that classical Boolean circuit minimisation is complete for $\Sigma_2^p := \text{NP}[3]$, so that the only difference with this bound is that we replace the coNP problem of determining whether Boolean circuits are equal, with the coNQP problem of doing the same for quantum circuits.
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