
where LΓ
B(D) denotes the random log-likelihood for

the space of possible PBN groundings Γ. The next
proposition shows that the random selection seman-
tics validates the pseudo log-likelihood defined by Equa-
tion (3.2).

Proposition 4.1. Let B be a PBN and D a relational
database. Then

L∗
B(D) = LΓ

B(D).

Proof. For each family formula Fijk, let γijk(D) be the
number of simultaneous groundings of all variables in B
that satisfy Fijk. Write ri for the size of the Cartesian
product of the populations of variables that do not occur
in Fijk. For instance, if variables X1, X2 occur in Fijk,
then ri =

∏k
l=3 |PXl |. Then we have

γijk(D) = nijk(D) · ri

|Γ| = mi · ri

Therefore pijk(D) = γijk(D)/|Γ| and the pseudo
log-likelihood (3.2) can be written as

(4.5)
∑

ijk

pijk(D) · ln(θijk) =
1
|Γ|

∑

ijk

γijk(D) · ln(θijk).

Each factor ln(θijk) in Equation (4.4) appears in
the sum

∑
γ∈Γ ln(P γ

B(D)) once for each simultaneous
grounding γ ∈ Γ that satisfies Fijk in database D.
Therefore we have

(4.6)
1
|Γ|

∑

γ∈Γ

ln(P γ
B(D)) =

1
|Γ|

∑

ijk

γijk(D) · ln(θijk).

Equations (4.6) and (4.5) together establish the
identity of the pseudo log-likelihoods (4.4) and (3.2).

4.2 Random Selection Semantics for the
Pseudo Likelihood. The random likelihood version
of Equation (4.4), given by

(4.7) PΓ
B(D) ≡ exp(LΓ

B(D)) =
∏

γ∈Γ

P γ
B(D)

1
|Γ|

has a useful interpretation as well. Consider each
simultaneous instantiation γ of the variables in B as
a constant-size hyperunit (similar to a hyperedge in a
hypergraph). Then we can think of the values of the
ground functor nodes that the data determine for γ
as feature values for the hyperunit. Equation (4.7)
computes the product over all hyperunits, of the BN-
probability of the hyperunit’s features, raised to the

Hyperentity Hyperfeatures
Γ X Y F(X,Y) S(X) C(X) S(Y) C(Y) PR

B ln(PR
B )

γ1 Anna Bob T T T T F 0.105 -2.254
γ2 Bob Anna T T F T T 0.245 -1.406
γ3 Anna Anna F T T T T 0.263 -1.338
γ4 Bob Bob F T F T F 0.113 -2.185

Table 1: The single-table interpretation of the random
likelihood for the PBN of Figure 2 and the database
of Figure 1. A simultaneous grounding of all variables
in the PBN defines a hyperentity. The values of
functors for the hyperentity define its hyperfeatures.
The PBN assigns a likelihood to the hyperfeatures. The
rounded numbers shown were obtained using the CP
parameters of Figure 2 together with PB(Smokes(X ) =
T ) = 1 and PB(Friend(X ,Y ) = T ) = 1/2 , chosen
for easy computation. (a) The random likelihood is
the geometric mean of the joint probabilities given
by (0.105 · 0.245 · 0.2625 · 0.1125)1/4 ≈ 0.166. (b)
The random log-likelihood is the average of the log-
likelihoods for each grounding, given by −(2.254 +
1.406 + 1.338 + 2.185)/4 ≈ −1.8. By Proposition 4.1,
this equals our PBN pseudo log-likelihood.

root of the number of hyperunits. In other words, it
is the geometric mean2 of the product of feature vector
probabilities for hyperunits; see Table 1 for illustration.
Since hyperunits have individuals in common, they are
interdependent. The geometric mean is a smoothed
product likelihood that adjusts for the dependencies.

Schema Invariance. The fact that the PBN pseudo
likelihood is equivalent to an expression defined in terms
of a single (hyper)population has the important conse-
quence that it is invariant under syntactic equivalence
transformations of the database. For instance, database
normalization operations may move information about
a descriptive attribute from one table to another [?]. For
any fixed set of populations (entity types), such opera-
tions do not affect the pseudo likelihood because they
do not change the feature values associated with a hy-
perunit.

To illustrate, suppose we have a university database
with courses and instructors. Course attributes in-
clude level and difficulty . There is also a relation-
ship Teaches(C ,P) that records which professor teaches
which course; there is a unique instructor for each
course. Now a DB design may include the course at-
tributes in the Teaches table as descriptive relationship
attributes, so they correspond to fnodes level(C ,P) and
difficulty(C ,P). If the level of a course predicts its dif-
ficulty, a PBN would include an edge

level(C ,P)→ difficulty(C ,P).

2The geometric mean of x1, . . . , xn is (
Q

i xi)1/n.


