Lecture Schedule (subject to change. Last updated October 23).

	Week
	Dates
	Readings

	1
	Sep 4, 6
	 Introduction (Ch. 1).  1.1-1.4. Skim through, focus on 1.2, Omit 1.2.4, 1.2.5.

	2/3
	Sep 11, 13, 18
	 Bayes Nets. Ch.8, up to 8.1, 8.2. Omit 8.1.1.-8.1.4.
Probability Theory. 1.2.1-1.2.3.

	3/4
	Sep 20, 25
	Binomial and Multinomial Parameter Estimation. Ch. 2.1, 2.2.

	4
	Sep 27.
	The Naïve Bayes Classifier.

	5
	Oct 2, 4.
	Decision Tree Classifiers. Information Theory. 14.4., 1.3., 1.6. Supplementary Material.

	5
	Oct 4
	Ass 1 due (tentative)

	6
	Oct 9, 11.
	 Linear Models for Regression. Ch. 1.1, 1.2.4, 3.1., 3.2.
 

	7
	Oct 16, 18
	Overfitting and Cross-Validation.
Linear models for Classification (Ch. 4). 4.1.1-4.1.3, 4.1.7. Omit 4.1.4-4.1.6.

	7
	Oct 18
	Ass 2 due 

	8
	Oct 23, 25
	Logistic Regression 4.3.1-4.3.4. Neural Networks (Ch. 5). 5.1, 5.2, (omit 5.2.2), 5.3. (omit 5.3.4.).

	9
	Oct 30
	Midterm exam

	9
	Oct 30, Nov 1
	Neural Networks ctd. k-nearest neighbor. 2.5.2. (labour action)

	10
	Nov 6, Nov 8
	 Neural Networks, k-nearest neighbor. 2.5.2.

	10
	Nov 8
	Ass 3 due (tentative)

	11
	Nov 13, Nov 15
	Ensemble Methods, Boosting. Ch.14.1-14.3.
Support Vector Machines Ch. 7.1-7.3.

	12
	Nov 20, Nov 22
	Mixture Models and EM Ch. 9.1-9.3.2.

	12
	Nov 20
	Ass 4 due (tentative)

	13
	Nov 27, Nov 29
	[bookmark: _GoBack]Principal Component Analysis 12.1, 12.4 (omit 12.4.3).

	13
	Nov 29
	2nd midterm exam (tentative)



First class: Sep 4
Last day of Classes: Dec 3
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