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Readings

Textbook for the course:  Pattern Recognition and Machine Learning, Christopher M. Bishop, Springer (2006). 

References:

· The Elements of Statistical Learning, Trevor Hastie, Robert Tibshirani, and Jerome Friedman, Springer-Verlag (2001).

· Machine Learning, Tom Mitchell, McGraw Hill (1997).
· Pattern Classification (2nd ed.), Richard O. Duda, Peter E. Hart, and David G. Stork, Wiley Interscience (2000).

· Information Theory, Inference, and Learning Algorithms, David MacKay, Cambridge University Press (2003) (available online at http://www.inference.phy.cam.ac.uk/mackay/itila/).

· The Weka machine learning system http://www.cs.waikato.ac.nz/ml/weka/ is  a user-friendly, open-source collection of machine learning algorithms. If you prefer exploring a model or algorithm in a hands-on, tutorial sort of way rather than starting with the theory, this is a good place to start. 

The textbook should be sufficient, but some topics you may find treated in more detail in the references, or simply in a way that is more accessible to you. Mitchell’s book is especially easy to read but the overlap with our course content is fairly  small.

Getting in Touch; E-mail

The best occasion for discussing aspects of the course content is in my office hour. If you can’t make it in person, feel free to call me during my office hour. If you leave a message, state your name and number clearly so I can get back to you. A brief description of your issue helps.

There will be some time after class, though that’s late in the day. You can make an individual appointment with me as well. 

E-mail is an inefficient way to carry on a discussion, and I won’t have time to send you back more than a couple of sentences. E-mail should work fairly well for practical or organizational problems. Since I process about 60 E-mail messages a day, I may not always be able to reply to your E-mail quickly. I’ve set up an E-mail office hour Mondays from 10-11 am so that you are guaranteed to get a reply from me then at the latest. If you send me or the TA e-mail, please enter “726” somewhere in the subject line. Otherwise a reply will be delayed.
Overview

Machine learning is the topic of how computers can use data to learn models of their environment, or their users’ environment, and to improve their performance. Machine learning is an important field  in its own right, and it has found many applications in other areas, such as data mining, artificial intelligence, computer vision, robotics, system optimization. In this  course we focus on the problems of model learning and pattern discovery and recognition. While many of the models address the needs of computational applications, most of the learning methods are based on statistics, especially computational adaptations of Bayesian methods. 
At the end of the course, students should be able to:

· be familiar with the strengths and weaknesses of important statistical models (e.g. Gaussians, neural networks, logistic regression).

· Know the main methods for solving the key problems that arise for these models, including

· Model selection: select a model based on data.

· Parameter estimation: use data to assign values to adaptive parameters.

· Inference: use a parametrized model to derive probabilistic predictions.

· Understand  the applications and use of general computational-statistical methods such as the EM algorithm and Markov Chain Monte Carlo methods.
Workload and Studying for this Class

The course readings contain a lot of information. You should allow ample time to digest the text, I would start with 10 hours/week. If possible, read each reading assignment twice, once before the lecture to get the general idea and an overview, the second time after the lecture to follow the details. It’s a good idea to form study groups (or pairs) for discussing the readings. 

The time you need to understand the readings will depend to a large extent on two factors: 1) how quickly you master the notation. 2) your background on topics like function maximization and linear algebra. If  you feel any gaps in this respect – and I expect you will – I urge you to address them right at the beginning of the course: go through the appendices in the text, consult the references, and come see me during the office hour. The course is cumulative, so if you don’t understand something at the beginning, don’t assume that you can pick it up later. If you do the readings, come to class, and keep up with the course material regularly, the assignments and studying for the exams will take much less time.

A final suggestion for notation (from Paul Halmos): consider changing the book notation to your own favourite notation. The simple act of transcribing the main formulas typically helps you understand them more deeply, and you have the bonus that you have translated the ideas into your own language, rather than the author’s.

Class Format

I generally encourage class discussion, but we have quite a bit of ground to cover, so please understand if we sometimes have to move on. I would appreciate everybody raising their hand before they make a comment, rather than interrupting others or myself. You will get by far the most out of the class if you prepare the readings carefully. As one of my great teachers once said, if you get to the point where the material starts to bore you, that’s when you’ve understood it.

Marking

Evaluation will be based on individual programming and written assignments, a midterm exam, and an individual final project. The weights are as follows.

• 60% Assignments 

• 15% Midterm 

• 25% Final project
Assignments 
There will be four assignments, each with equal weight 15%.
Assignment dates (tentative): 
· A1: Regression, Nonparametric Methods (out Jan 19, due Feb 2) 

· A2: Classification (out Feb 4, due Feb 23) 
· A3: Graphical Models and Sampling Methods (out March 9, due March 23) 

· A4: EM and Combining Models (out March 23, due April 6) 

· FINAL PROJECT: due April 20 at 11:59pm 
All assignments are to be done individually. Programming questions on assignments will be done in MATLAB, but prior knowledge of MATLAB is not required. Matlab is available in CSIL, the Windows terminal server (leto.csil.sfu.ca) as well as the graduate open lab.
Late policy 
Students will be permitted 4 grace days to use at their discretion over the semester. Late 

days are counted from the time an assignment is due, rounded up to the nearest whole day. For example, if an assignment is due on Friday at 3:30am, and is submitted on Saturday at 5pm, 2 grace days will be used. 

IMPORTANT: Other than the 4 grace days, late assignments will not be accepted, and 

will receive zero marks. 

IMPORTANT: Grace days may not be used for the final project. 
Grading Criteria for Final Project. (More details on project page).
· 30% Presentation. Clarity, conciseness, spelling---quality of exposition.

· 40% Originality. To what extent were you creative in developing your own ideas?

· 30% Evaluation, methodology.

Students With Special Needs

I advise students who require accommodations in this course due to a disability affecting mobility, vision, hearing, learning, or mental or physical health to discuss their needs with The Centre for Students with Disabilities, 291-3112 (Phone) or www.sfu.ca/student-services/disabilities.html .

Academic Honesty

Academic Honesty plays a key role in our efforts to maintain a high standard of academic

excellence and integrity. Students are advised that ALL acts of intellectual dishonesty are

subject to disciplinary action by the School; serious infractions are dealt with in accordance with the Code of Academic Honesty (T10.02) (http://www.sfu.ca/policies/teaching/t10-02.htm). Students are encouraged to read the School’s policy information (http://www.cs.sfu.ca/undergrad/Policies/). Intellectual dishonest includes plagiarism.

Plagiarism

Plagiarism is an extremely serious academic offence, and will not be tolerated in this course. SFU’s Code of Academic Policy (http://www.sfu.ca/policies/teaching/t10-02.htm) states:

“Plagiarism is a form of academic dishonesty in which an individual submits or presents the work of another person as his or her own. Scholarship quite properly rests upon examining and referring to the thoughts and writings of others. However, when excerpts are used in paragraphs or essays, the author must be acknowledged using an accepted format for the underlying discipline. Footnotes, endnotes, references and bibliographies must be complete…

Plagiarism exists when all or part of an essay is copied from an author, or composed by another person, and presented as original work. Plagiarism also exists when there is inadequate recognition given to the author for phrases, sentences, or ideas of the author incorporated into an essay. 

A draft paper, proposal, thesis or other assignment may be subject to penalty for academic dishonesty provided the instructor/supervisor has informed the student(s) before the work is submitted…

Penalties imposed by the University for academic dishonesty may include but are not limited to one or more of the following: a warning, a verbal or written reprimand, reassessment of work, failure on a particular assignment, failure in a course, denial of admission or readmission to the University, deregistration, forfeiture of University awards or financial assistance, suspension or permanent suspension from the University or revocation of a degree.”

